
IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 32, NO. 5, MAY 2013 695

Accurate Modeling of the Delay and Energy
Overhead of Dynamic Voltage and Frequency

Scaling in Modern Microprocessors
Sangyoung Park, Student Member, IEEE, Jaehyun Park, Student Member, IEEE,

Donghwa Shin, Student Member, IEEE, Yanzhi Wang, Student Member, IEEE, Qing Xie, Student Member, IEEE,
Massoud Pedram, Fellow, IEEE, and Naehyuck Chang, Fellow, IEEE

Abstract—Dynamic voltage and frequency scaling (DVFS) has
been studied for well over a decade. Nevertheless, existing DVFS
transition overhead models suffer from significant inaccuracies;
for example, by incorrectly accounting for the effect of DC–DC
converters, frequency synthesizers, voltage, and frequency change
policies on energy losses incurred during mode transitions. Incor-
rect and/or inaccurate DVFS transition overhead models prevent
one from determining the precise break-even time and thus forfeit
some of the energy saving that is ideally achievable. This paper
introduces accurate DVFS transition overhead models for both
energy consumption and delay. In particular, we redefine the
DVFS transition overhead including the underclocking-related
losses in a DVFS-enabled microprocessor, additional inductor
IR losses, and power losses due to discontinuous-mode DC–DC
conversion. We report the transition overheads for a desktop,
a mobile and a low-power representative processor. We also
present DVFS transition overhead macromodel for use by high-
level DVFS schedulers.

Index Terms—Delay and energy overhead, dynamic voltage
and frequency scaling (DVFS), macromodel.

I. Introduction

DYNAMIC voltage and frequency scaling (DVFS) has
proved itself as one of the most successful energy saving

techniques for a wide range of processors. DVFS is enabled by
a programmable DC–DC converter and a programmable clock
generator. These devices naturally incur overhead whenever
the system changes its voltage and frequency setting. Since
the DVFS break-even time is strongly dependent on the DVFS
transition overhead [2], correct overhead estimation is crucial
in achieving the maximum DVFS benefit.
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DVFS transition overhead may be negligible or significant
depending on how often we change the DVFS setting. Modern
microprocessors tend to change their DVFS setting rather
frequently in response to rapid changes in the application
behavior. In addition, DVFS is widely used for dynamic
thermal management (DTM), which requires frequent change
of the DVFS setting (such as in a millisecond) to achieve
thermal stability. Incorrect DVFS transition overhead may
cause failure in the thermal stability of the system. Correct
modeling of the DVFS transition overhead is not a trivial un-
dertaking since it requires detailed understanding of the DC–
DC converter, frequency synthesizer, voltage and frequency
transition policies, and so on.

Unfortunately, existing DVFS transition overhead models
have limitations and are not applicable to modern DVFS
setups. In particular, they are significantly simplified, contain
technical fallacies, or are limited to uncommon setups. In fact,
among the 120 DVFS-related papers published in the last 10
years, only 17% of the DVFS papers have considered the tran-
sition overhead. The majority of DVFS studies simply ignore
the transition overhead [3]–[5]. Among the 17% of DVFS
papers, 75% of papers are based on the analytical transition
overhead models introduced in [6] and [7]. Some of the
previous work (e.g. [6], [8], and [9]) assume voltage controlled
oscillators for the clock generator, which is unusual in today’s
microprocessors (or even in embedded microcontrollers). Sur-
prisingly, more than a few prior work references have assumed
that the microprocessor stops operation during the entire
voltage transition period, something that is neither desirable
nor practical [10]. Most of all, a majority of the prior art papers
consider a DVFS transition overhead model that is based on
incorrect assumptions. A recent work has raised this problem
and suggested the correct definition of DVFS transitions [1].
Evidently, there is a strong need to construct a correct DVFS
transition overhead model because even recent DVFS work is
still based on the previous models as shown in Section III.

In this paper, we provide a formal definition of the DVFS
transition overhead, analyze various components of the over-
head, and finally construct a macromodel for DVFS transition
overhead.

This paper takes into account all the major power and
performance loss components in the modern DVFS setups as

0278-0070/$31.00 c© 2013 IEEE
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Fig. 1. Breakdown of an upscaling DVFS transition overhead in energy and
delay. (Intel Core2 Duo E6850, upscaling from 1.05 to 1.3-V). (a) Energy
overhead. (b) Delay overhead.

Fig. 2. Upscaling and downscaling current flows.

follows.

1) Conventional DVFS transition models consider the PLL
lock time as the major delay (latency) overhead, and
the energy required to charge and discharge the bulk
capacitor as the energy overhead. Both assumptions are
incorrect (delay overhead due to PLL lock time accounts
for only 7.6% of the total delay overhead as shown in
Fig. 1).

2) Energy consumed for charging and discharging the bulk
capacitor does not fully account for the energy over-
head, especially for the discontinuous mode DC–DC
converters since they discharge the bulk capacitor by the
load current as shown in Fig. 2. The additionally stored
energy to the bulk capacitor during the upscaling is
eventually used by the load during the next downscaling.

3) Voltage upscaling in a conventional DC–DC converter
requires more current to be fed through the inductor to
increase the bulk capacitor voltage as shown in Fig. 2.
This in turn results in additional IR loss from the
inductor (78.2% of total energy overhead as shown in
Fig. 1).

4) During the DVFS transition, the microprocessor operates
at a higher supply voltage level than what is strictly
necessary. This results in energy waste. We call this
phenomenon the underclocking-related loss, which is
a significant source of energy overhead during the
mode change [energy overhead due to under clocking
accounts for 18.6% of total energy overhead as shown
in Fig. 1(a)]. In addition, the underclocking causes the
microprocessor to operate at a lower clock frequency
than what is allowed during the voltage-frequency up-

Fig. 3. Concept of underclocking loss and PLL lock time loss in a DVFS
transition.

scaling as shown in Fig. 3, which is a major source of
the delay overhead [92.4% of total delay overhead as
shown in Fig. 1(b)].

5) The microprocessor consumes static power even during
the PLL lock time though it halts. This is another source
of energy waste [3.2% of total energy overhead as shown
in Fig. 1(a)].

The aforesaid observations are the key contributions of this
paper, based on which we derive accurate, yet compact energy
and delay overhead models for DVFS transitions. We present a
relatively simple analytical model with parameters that can be
easily acquired from the datasheets and/or passive component
values (R, L and C values). We also provide case studies for
three distinct and representative microprocessors, Intel Core2
Duo E680, Samsung Exynos 4210, and TI MSP430. Some
programmers who have no hardware knowledge may use the
numbers. Finally, we emphasize the importance of considering
the DVFS transition overhead for a DTM example.

II. Background

A. System Setup for DVFS

DVFS setups require a programmable voltage regulator
and a programmable clock generator. A microprocessor is
generally powered by a buck-type switching-mode DC–DC
converter as shown in Fig. 2. The upper and lower MOSFETs
control the inductor current and the output voltage. The induc-
tor current never changes abruptly, which results in adiabatic
charging and discharging to and from the bulk capacitor. In
other words, the bulk capacitor is not subject to switching loss
that is proportional to the square of the terminal voltage.

DC–DC converters are subject to power loss aside from the
DVFS transition overhead, which includes conduction loss,
switching loss, and controller loss [11]. Conduction loss is
the IR loss in the MOSFET and inductor given by

Pcdt = IO
2 ·

(
D · RSW1 + (1 − D) · RSW2 + RL

)

+
1

3
·
(�IL

2

)2
·
(
D · RSW1+(1−D) · RSW2+RL+RC

)
(1)

where IO, D, RSW1, RSW2, RL, RC are output current, duty
ratio, upper switch on-resistance, lower switch on-resistance,
inductor resistance, and capacitor ESR, respectively. Switching
loss is the power dissipation due to gate drive which is given
by

Psw = VI · fs · (QSW1 + QSW2) (2)

where VI , fs, QSW1, and QSW2 are input voltage, switching
frequency, gate charges of the upper and lower MOSFET,
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Fig. 4. SPICE simulation result of an upscaling transition (Level 3 →
Level 1).

respectively. Controller loss is power loss in the PWM/PFM
controller that is independent of the load condition.

B. DC–DC Converter Control Methods

Many modern switching power supplies perform pulse
width modulation (PWM) and use either voltage- or current-
mode control to regulate the output voltage level.

Current-mode control is usually used in modern switching
regulator designs to overcome the disadvantages of voltage-
mode control [12]. The error in voltage directly reflected in
the peak switching current. Fast response time is achieved
by direct inductor current sensing. Modeling the behavior of
current-mode controlled DC–DC converters is not a trivial
task because this type of converter exhibits highly nonlin-
ear characteristics. There are large-signal models for PWM
controlled DC–DC converters capable of modeling dynamic
behavior such as state-space averaging models [13], [14], but
it is still very hard to analyze the feedback loop and obtain
a closed-form solution of the output voltage and current over
time. Term ic in [13] and d in [14] have to be found in a closed
form to calculate the trace of output voltage and current.

DC–DC converters for low-power applications usually adopt
pulse-frequency modulation (PFM) since the PFM method
exhibits higher efficiency with light load. We restrict the mod-
eling to the buck type DC–DC converter with peak current-
mode PWM control and PFM control throughout this paper,
which is the most general setup for microprocessor systems.

C. Voltage Transition Sequences in Continuous and Discon-
tinuous Modes

1) Upscaling Transition Sequence Using Continuous and
Discontinuous Mode DC–DC Converters: Upscaling stands
for increasing the supply voltage and clock frequency. The
microprocessor sets a new (voltage identifier) VID to make
the DC–DC converter generate a higher output voltage that
increases the duty ratio of the upper MOSFET. This increases
the inductor current and eventually increases the bulk capacitor
voltage.

Voltage upscaling pumps more charge into the bulk capaci-
tor by increasing IL(t). Fig. 4 illustrates an SPICE simulation
of an upscaling transition of Intel Core2 Duo E6850 processor
using LTSPICE [15]. The shaded area denotes the amount
of additional charge transferred to the bulk capacitor during

Fig. 5. SPICE simulation result of an continuous-mode downscaling transi-
tion (Level 1 → Level 3).

Fig. 6. SPICE simulation result of a discontinuous-mode downscaling tran-
sition (Level 1 → Level 3).

upscaling. Briefly, higher transient IL(t) larger than 60 A
flows through the inductor while normal operating IL(t) is
approximately 30 A.

2) Downscaling Transition Sequence Using Continuous
Mode DC–DC Converters: Downscaling stands for decreasing
the supply voltage and clock frequency. Continuous-mode
discharges the bulk capacitor to GND by the microproces-
sor power supply current together with the inductor current
through the lower MOSFET. Such active discharging operation
results in significant energy loss but a faster voltage transition
time. Fig. 5 demonstrates that a continuous-mode downscaling
transition stabilizes in 40 μs, during which the bulk capacitor
is actively discharged to GND (by flow of negative inductor
current).

3) Downscaling Transition Sequence Using Discontin-
uous Mode DC–DC Converters: Fig. 6 illustrates that a
discontinuous-mode downscaling turns off the lower MOSEFT
as soon as the inductor current becomes negative, which
prevents the bulk capacitor from further discharging. Instead,
IO(t) discharges the bulk capacitor and makes the DC–DC
converter output voltage converge to Ve. Downscaling takes
longer to stabilize in the discontinuous mode compared to
the continuous mode because only IO(t) discharges the bulk
capacitor. Discontinuous mode plays an important role in
the modern DC–DC converter design by maintaining high
conversion efficiency even when the load current is light.
Modern DVFS setups prefer to use discontinuous-mode for
more efficient use of the stored energy in the bulk capacitor.
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Fig. 7. DVFS upscaling and downscaling for a PLL.

D. Clock Frequency Transition and Underclocking

The relationship between the supply voltage and clock
frequency is approximately explained by the alpha power
law [16]. Early DVFS works assume a voltage controlled os-
cillator (VCO) for the clock generator [6]. The VCO performs
automatic and continuous frequency change according to the
transient voltage. The gradual frequency change allows the
microprocessor to keep operating during the entire voltage
transition period. However, VCOs are not commonly used
in typical high-performance microprocessor systems due to
their unstable and imprecise clock frequency output except
low-performance microcontrollers running at around a few
megahertz, such as TI MSP430.

On the other hand, PLLs are widely used for the pro-
grammable clock generators thanks to the accuracy of the
frequency setting. Upscaling first attempts voltage change
and waits until the voltage is stabilized. Once the voltage is
stabilized, the microprocessor changes the PLL setting (see
Fig. 7). This ensures a safe operation of the microprocessor
even while the supply voltage is changing. The micropro-
cessor, however, stops operating during the PLL lock time.
Downscaling is the opposite; we change the PLL setting first
and the voltage setting later. This sequence is commonly used
in modern voltage-scaled processors, including the Intel Core
Duo processor architecture [17].

One of the most important observations is that the micropro-
cessor is supplied by an unnecessarily high-voltage during the
voltage transition period. We refer to this situation as the mi-
croprocessor underclocking phenomenon. The microprocessor
consumes unnecessarily large amounts of dynamic and static
power due to underclocking.

PLL lock time takes typically tens of microseconds for
a modern digital PLL [18]. Modern processors such as the
Intel’s Nehalem architecture typically have PLLs with several
microseconds of lock time [19], [20]. A StrongARM 1100
processor measurement result shows that the PLL lock time
is insensitive to the difference between the present and target
frequencies [21].

III. Previous DVFS Transition Overhead Models

A. Constant Transition Overhead Models

Constant transition overhead models typically do not distin-
guish between the voltage and frequency transition times and

TABLE I

Notation for DVFS Transition Overhead

Definition and Modeling

TX
Time to complete a voltage transition defined by
settling time of output voltage

TO Total delay overhead of a DVFS transition
EO Total energy overhead of a DVFS transition

Vs/Ve Output voltage before/after a DVFS transition
fs/fe Clock frequency before/after a DVFS transition

η
Converter efficiency (constant value) used for

previous DVFS transition models
Cb Output capacitance of a DC–DC converter

max(IL)
Maximum output current of a DC–DC converter

specified in the datasheet
Tuc Delay overhead due to underclocking
TPLL Delay overhead due to PLL lock time

Econv
Converter-induced energy overhead of a DVFS
transition

Eμp
Microprocessor-induced energy overhead of a DVFS

transition
Euc Energy overhead due to underclocking

EPLL
Energy overhead due to processor energy
consumption during the PLL lock time

VO(t) Transient output voltage of a DC–DC converter
IL(t) Sum of transient current of inductors
IO(t) Transient load current, i.e., the microprocessor

current
Ttrans Total time for a DVFS transition to finish

Ttrans,id
Time to execute equivalent number of instructions

when an ideal transition takes place
Etrans Energy consumption of all components during Ttrans

Etrans,id
Energy consumption of all components during

Ttrans,id when an ideal transition takes place
T1 The first crossing between VO and Ve during

upscaling
T2 The second crossing between VO and Ve during

upscaling
slopeup Average slope of increasing VO during T1

Vov Voltage overshoot when upscaling
β Coefficient for slopeup and TX relationship
γ Coefficient for slopeup and Vov relationship
δ Coefficient for slopeup and T2 relationship

ignore the voltage transition energy overhead. The underlying
assumption is that the PLL lock time is longer than the voltage
transition time. In other words, frequency scaling is the time
limiting part of the transition, which can be justified for old-
fashioned analog PLL clock generators, and the PLL lock
time is constant. Some models assume that the microprocessor
halts during the entire transition period [18], [23], [24]. Later
work used constant transition energy overhead on top of the
constant transition time model [25]. Another type of model
assumes a constant voltage and a constant frequency transition
time aiming at digital PLL. The transition energy overhead is
ignored insisting on that the microprocessor halts during the
transition period [26].

B. Variable Transition Overhead Models

One of the most frequently cited DVFS transition overhead
models from [6] assumes a continuous mode DC–DC con-
verter and a VCO. Unfortunately, most published works that
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refer to this model do not specify whether a VCO or a PLL
is used for the clock generator, and use an overhead value
defined by the voltage transition. The notation for previous
DVFS transition models in this section is given in Table I.
This overhead model consists of time for transition TX and
the energy overhead during the transition time EX that are
given as

TX =
2Cb

max(IL)
|Ve − Vs| (3)

EX = (1 − η)Cb|Ve
2 − Vs

2| (4)

where factor of 2 is applied because the current is pulsed in
a triangular waveform, and the efficiency of the DC–DC con-
verter η is assumed constant. One shortcoming of this model
is overestimation of max(IL). While [6] assumes max(IL) is
an order of magnitude bigger than the microprocessor current
demand, in reality, designers do not overdesign the DC–DC
converter in this way due to cost and volume consideration.
Typical overdesign factor is within a factor of 3 from the
average microprocessor current demand. Actually, the target
Intel mainboard for E6850 uses a 130-A regulator while
E6850 draws 44 A. So, the microprocessor current should be
considered to determine TX, that is

TX
∗ =

2Cb

max(IL) − IO

|Ve − Vs|. (5)

Because the microprocessor continues to operate even during
the voltage transition, IO has a significant impact on TX.
Note that the transition time TX is not the actual overhead
because the microprocessor may be operating during TX. Only
when the microprocessor is halted during the voltage transition
period does TX become the delay overhead for the DVFS
transition.

The energy overhead EX is symmetrical for voltage upscal-
ing and downscaling, which is justified for continuous-mode
DC–DC converters only. Unfortunately, EX equation in [6]
gives the same expression for the energy dissipation for both
upscaling and downscaling. The expression is twice what the
correct value is per up or down transition. In particular, EX

for a downscaling control command dumps the charge that is
already stored in the bulk capacitor to the GND, and thus there
is no additional current flow (and thus energy extraction) from
the power source. In addition, the DC–DC converter efficiency
should be considered as 1/η instead of (1 − η). Once again,
the bulk capacitor is charged adiabatically, and therefore, the
correct EX for a continuous-mode DC–DC conversion with a
VCO DVFS setup is as follows:

EX
∗ =

⎧⎨
⎩

1

2η
Cb(Ve

2 − Vs
2) : upscaling

0 : downscaling.
(6)

If voltage upscaling and downscaling occur evenly, the transi-
tion overhead may be distributed as follows. (This is similar
to the calculation of CMOS logic gate dynamic energy.)

EX
∗∗ =

1

4η
Cb|Ve

2 − Vs
2|. (7)

Fig. 8. Definition of an ideal DVFS transition.

Another frequently cited DVFS transition overhead model
is [7], which is basically the same as that of reference [6], but
has additional consideration of the body bias.

IV. Formulation of the DVFS Transition

Overhead

This section presents a new and correct formulation of
the DVFS transition overhead with modern DC–DC con-
verters, which correctly accounts for both continuous- and
discontinuous-modes of operation and a PLL clock generator.
All the distinct sources of the overhead are taken into account
including losses from the microprocessor and DC–DC convert-
ers as opposed to the use of constant efficiency model in the
previous section. Although there are more advanced research-
stage alternatives for DC–DC converters [27], [28], we leave
modeling for such converters as a future work to provide more
reliable results for the target setup. We restrict the scope of
the modeling to PWM or PFM controlled buck-type DC–DC
converters only, which is the most common setup for now.

The time and energy overheads EO and TO are denoted as
follows:

TO = Ttrans − Ttrans,id. (8a)

(8b)

An ideal DVFS transition incurs no time and energy overhead
as shown in Fig. 8.

EO = Etrans − Etrans,id. (8c)

A. Delay Overhead of a DVFS Transition

We divide the delay overhead of a DVFS transition into two
parts: PLL-induced and underclocking-related delay overhead
as shown in the following equation:

TO = Tuc + TPLL. (9)

1) Underclocking-Related Delay Overhead: We obtain
Tuc by comparing the elapsed time between the real DVFS
transition and the ideal DVFS transition. The microproces-
sor executes a certain amount of task during TX. The time
required for the microprocessor to execute the same number

of cycles during an ideal transition is Ttrans,id =
fs

fe

TX. Thus,
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the underclocking-related delay overhead for an upscaling
transition is

Tuc,up = TX − fs

fe

TX =
fe − fs

fe

TX. (10)

For downscaling, the underclocking-related overhead is 0
since the processor operates at fe immediately after a DVFS
transition is initiated for both the ideal and real cases

Tuc,down = 0. (11)

2) PLL-Induced Delay Overhead: It is the delay overhead
due to PLL lock time. Since the processor halts during the
PLL lock time, TPLL becomes the pure delay overhead of
a DVFS transition. We denote TPLL lock time as a constant
without losing generality. Some recent PLL architectures have
constant PLL lock time independent of fs and fe, as described
in [21]. Others have varying lock time, but we assume that the
maximum value is given by the PLL vendors that can be used
in our setup. The total delay overhead becomes

TO =

⎧⎨
⎩

TPLL +
fe − fs

fe

TX : upscaling

TPLL : downscaling.

(12)

B. Energy Overhead of a DVFS Transition

We divide the DVFS energy overhead into two parts:
converter induced and microprocessor induced as shown in
the following equation:

EO = Econv + Eμp. (13)

1) Converter-Induced Energy Overhead: It is the energy
overhead induced by the DC–DC converter. Switching loss and
controller loss does not affect the DVFS transition overhead
since the value does not differ much between a real DVFS
transition and an ideal DVFS transition, and thus the effect
of those components cancels out. However, the conduction
loss differs quite a lot between those two cases. A large surge
current flows into and out of the bulk capacitor via the inductor
and MOSFETs as shown in Figs. 4 and 5 during a voltage
transition. This causes additional IR losses in the inductor and
MOSFETs.

Upscaling transfers additional charge to the bulk capacitor
and increases the capacitor terminal voltage from Vs to Ve.

The amount of stored energy is Ecap =
1

2
Cb(Ve

2 − Vs
2). This

energy is deposit, but not yet waste as discussed in Section I.
The total amount of energy dissipation in the inductor due to
this surge current during DVFS transition is shown in (14a).
Meanwhile, the amount of energy dissipation in the inductor
in the case of the ideal DVFS transition during Ttrans,id is (14b),
where IO,e is the current draw of the processor with Ve and fe:

Econv,up,real =

TX∫
0

RLIL(t)2dt, (14a)

Econv,up,ideal =

Ttrans,id∫
0

RLIO,e
2dt. (14b)

As Ttrans,id =
fs

fe

TX during upscaling, the energy overhead due

to additional inductor IR loss during upscaling is calculated as

Econv,up = Econv,up,real − Econv,up,ideal

=

TX∫
0

RLIL(t)2dt −
fs
fe

TX∫
0

RLIO,e
2dt.

(15)

The amount of charge drained to the ground from the
bulk capacitor causes energy overhead during downscaling,
Econv,real,down, is described as (16a). This becomes zero for
discontinuous-mode downscaling:

Econv,real,down =

TX∫
0

RLIL(t)2dt, (16a)

Econv,ideal,down =

Ttrans,id∫
0

RLIO,e
2dt. (16b)

As Ttrans,id = TX during downscaling, the additional inductor
IR loss during downscaling is defined as

Econv,down = Econv,real,down − Econv,ideal,down

=

TX∫
0

RL(IL(t)2 − IO,e
2)dt.

(17)

The operation mode of the DC–DC converter, continuous- or
discontinous-modes, does not make difference to (15) and (17).
It is implied in the term IL(t).

The total converter-induced energy overhead of a DVFS
transition is given by

Econv =

{
Econv,up : upscaling
Econv,down : downscaling.

(18)

The Ecap term used in previous DVFS works is implied in the
equations.

2) Microprocessor-Induced Energy Overhead: As we have
stated in the beginning of this section, the microprocessor-
induced energy overhead, Eμp, consists of two factors, which
are underclocking-related loss, Euc, and PLL lock time loss,
EPLL. We use a widely known processor power model as
follows:

Pcpu = Pdyn + Psta = (CeVcpu
2fcpu) + (α1Vcpu + α2) (19)

where Pcpu, Pdyn, and Psta are the total power consumption,
dynamic power consumption, and static power consumption of
the target processor, respectively. The term Ce is the average
switching capacitance per cycle, and Vcpu and fcpu are the
supply voltage and the clock frequency of the microprocessor.
The parameter Ce is a strong function of circuit activity that
differs from application to application. Processor utilization
reflects the power consumption variation quite well among
the various application-specific parameters once the clock
frequency and supply voltage is fixed while the processor is
in active mode [29]. We obtain sets of parameter values Ce,
α1, and α2 using offline regression analysis for each value
of processor utilization. Static power is rather independent
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of application-specific parameters and thus α1 and α2 remain
almost the same. This results in the following relationship:

Ce ∝ υproc = υkernel + υuser (20)

where υproc, υkernel, and υuser are total utilization, utilization of
the kernel process, and utilization of user process, respectively.
Processor utilization is monitored at runtime, and the corre-
sponding value of Ce is selected. For the very short period of
time a DVFS transition takes place, we assume that Ce remains
constant.

Underclocking phenomenon described in Section II-D
makes the microprocessor consume additional dynamic and
static power. We calculate the loss by (21) during TX

Euc,up = Ereal − Eideal

=

TX∫
0

(
CefsVO(t)2 + α1VO(t) + α2

)
dt

−
fs
fe

TX∫
0

(
CefeVe

2 + α1Ve + α2
)
dt

(21)

Euc,down = Ereal − Eideal

=

TX∫
0

(
CefeVO(t)2 + α1VO(t) + α2

)
dt

−
TX∫

0

(
CefeVe

2 + α1Ve + α2
)
dt

Power consumption during the PLL lock time is caused by
the static power consumption of the microprocessor during
PLL lock time

EPLL,up =

TPLL∫
0

(α1Ve + α2) dt

EPLL,down =

TPLL∫
0

(α1Vs + α2) dt.

(22)

PLL lock time is zero for an ideal transition, and thus EPLL

becomes a pure overhead.
The total microprocessor-induced energy overhead of a

DVFS transition is given by

Eμp =

{
Euc,up + EPLL,up : upscaling,

Euc,down + EPLL,down : downscaling.
(23)

V. Macromodel for DVFS Transition Overhead

Although the DVFS transition overhead is precisely for-
mulated in Section IV, it is not easy to obtain the actual
values of overhead. Evaluation of (12), (18), and (23) requires
actual profiles of VO(t) and IO(t) over time and the value
of TX. Obtaining the profiles requires SPICE simulation. We
thus provide an approximate, but a much simpler macromodel
for DVFS transition overhead calculation, which consists of
easy datasheet parameters and RLC values of the DC–DC
converter circuit only. The proposed macromodel provides
convenience of evaluating the DVFS transition overhead at

Fig. 9. Approximation of underclocking-related loss.

sacrificed accuracy when compared to SPICE simulation.
There are variations of DC–DC converters that cannot be
modeled by our macromodel as it uses small number of
parameters obtained from datasheet. Modeling such variations
might increase the complexity of the model too much, which
is contradictory to its purpose. The quality of the modeling
is only guaranteed for standard synchronous PWM or PFM
controlled buck converters. The symbols used in macromodel
are defined in Table I.

A. Macromodel for the Delay Overhead

Datasheets of DC–DC converters usually provide the worst-
case value of TX only. We propose to calculate the TX by
obtaining the slope of the initial voltage increase during T1

as shown in Fig. 9. Generally, the controller in the DC–DC
converter tries to drive the output voltage to the target voltage
as fast as possible. The maximum output current of the DC–
DC converter is determined by the peak current threshold
constraint imposed on the DC–DC converter. We denote the
peak current threshold as max(IL), which is specified in
the converter datasheet. The slope of the voltage increase is
dependent on the current flowing into the bulk capacitor via the
inductor max(IL) and current drawn out of the bulk capacitor
by the load (processor), IO. The rate of output voltage change,
slopeup, during voltage upscaling is calculated as follows:

slopeup =
dVO

dt
=

1

C
(max(IL) − IO). (24)

The change in IO during TX is much smaller than IL(t).
Therefore, without losing much accuracy, we regard it as
a constant value (IO,s + IO,e)/2. We devise a heuristic to
approximate TX using slopeup. The value of TX is larger when
the difference in Vs and Ve is larger. In addition, TX shows
correlation with the slope of voltage increase, slopeup. We
have found that linearizing the correlation between slopeup
and TX provides acceptable accuracy. We thus derive (25),
which implies that TX − T1 is nearly proportional to the rate
of approaching the target voltage, slopeup

TX = T1 + slopeup · β. (25)

The value of β is calculated using the worst case settling time
TX, which is again specified in the datasheet. The worst case
TX occurs when the difference between the initial and final
voltages is the largest:

T1 = (Ve − Vs)/slopeup (26a)

β = (TX,worst − T1,worst)/slopeup,worst (26b)

T1,worst = (Vmax − Vmin)/slopeup. (26c)
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Fig. 10. Equivalent circuit for a downscale DVFS transition. (a) Continuous
mode downscaling. (b) Discontinuous mode downscaling.

We obtain the underclocking-related delay overhead by sub-
stituting (25) into (12).

B. Macromodel for the Converter-Induced Energy Overhead

The major hurdle is how to obtain the trace of IL(t) over
time. We use a similar assumption for upscaling such that
IL(t) = max(IL) during T1. The value of IL(t) beyond T1

becomes approximately the same as IO,e = CeVefe +α1 +α2/Ve

derived from (19). The integral term including IL(t) in (15)
and (17) then becomes

TX∫
0

RLIL(t)2dt = RLmax(IL)2T1 + RLIO,e
2(TX − T1). (27)

Substituting (27) into (15) and (17) gives the additional
inductor IR loss for upscaling.

Continuous-mode downscaling makes the duty ratio of the
lower MOSFET equal to 1 for fast transition. We derive the
voltage curve during T1 by solving the RLC circuit with a
constant current source as shown in Fig. 10(a). The traces of
IL(t) and VO(t) are determined by the passive components in
the DC–DC converter, which are the MOSFET on-resistance,
inductor, and bulk capacitor. The value of the current source is
assumed to be (IO,s+IO,e)/2 because its change is small during
T1. We denote the summation the MOSFET on-resistance and
inductor resistance between the supply and the ground as R.
We obtain the exact trace of node voltages and inductor current
from the following system of nonhomogeneous differential
equations:

⎛
⎝

I ′
L

V ′
1

V ′
O

⎞
⎠ =

⎛
⎜⎜⎜⎜⎝

0
1

L
− 1

L

0 −R

L

R

L
1

Cb

0 0

⎞
⎟⎟⎟⎟⎠

⎛
⎝

IL

V1

VO

⎞
⎠ +

⎛
⎜⎝

0
0

− IO

Cb

⎞
⎟⎠ .

(28)

Discontinuous-mode downscaling is as simple as in
Fig. 10(b) such that

VO(t) = Vs − IO

C
t. (29)

Commercial-grade discontinuous-mode DC–DC converters
occasionally drain the bulk capacitor when the voltage dif-
ference between the output voltage and target voltage is too
large. This continues until the error becomes smaller than a
certain value, e.g., 0.1-V in case of the LTC3733 converter. We
solve both (28) and (29) for such a case and set the appropriate
boundary conditions. The obtained trace of IL(t) is substituted
into (17) to calculate the additional inductor IR loss.

1) Macromodel for the Microprocessor-Induced Energy
Overhead:: We need the trace of VO(t) over time to cal-
culate the underclocking-related energy overhead (21). For

upscaling, we approximate the integral terms of
∫

VO(t)dt and∫
VO(t)2dt in (21) by calculating the area of the two shaded

triangles shown in Fig. 9. We assume that the integral values

beyond T2,
∫ TX

T2

(VO(t) − Ve) dt and
∫ TX

T2

(
VO(t)2 − Ve

2
)
dt,

add up to zero, and thus these terms are ignored
TX∫

0

VO(t)dt ≈ TXVe − 1

2
T1(Ve − Vs)

+
1

2
(T2 − T1)Vov (30a)

TX∫
0

VO(t)2dt ≈ TXVe
2 − 1

2
T1(Ve

2 − Vs
2)

+
1

2
(T2 − T1)

(
(Ve + Vov)2 − Ve

2
)
. (30b)

We calculate T1 from (26c). We calculate Vov and T2 like TX

in (25). We linearize the variations Vov, and T2 −T1 according
to the rate of approaching the target voltage slopeup. Thus, the
following equations hold:

Vov = γ · slopeup, (31a)

T2 = T1 + δ · slopeup. (31b)

The values γ and δ determine the overshoot and settling
time, which are device-dependent parameters. The selection
of values does not affect the total DVFS transition overhead
significantly since their effect is quite small as shown in Fig. 9.
Taking (31) into account generally improves the accuracy of
the DVFS transition overhead calculation.

For downscaling, we again use the solution of circuits
Fig. 10(a) and (b) obtained from (28) and (29). We substitute
the trace of VO(t) into (21) and obtain the underclocking-
related energy loss during T1. We assume that the voltage
ripple beyond T1 is small enough to cancel the integral terms
in Euc,down in (21).

VI. Experimental Results

In this section, we provide experimental results for the
DVFS transition overhead of microprocessors exhibiting dis-
tinctive power consumption values as high as 60 W to as
low as 10 mW. We show the overhead values obtained from
the SPICE simulation and macromodel for three representative
processors, which are Intel Core2 Duo, Samsung Exynos 4210,
and TI MSP430.

A. Case 1: Intel Core2 Duo E6850 Processor

We choose a high-end DVFS-enabled microprocessor, i.e.,
Intel Core2 Duo E6850 processor, along with the LTC3733
three-phase synchronous step-down DC–DC converter that
supports discontinuous mode, which is a representative setup
of a modern high-performance DVFS-enabled microprocessor.
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TABLE II

Voltage [Vcpu (V)] and Clock Frequency [fCPU (GHz)] Levels for

the Intel Core2 Duo E6850 Processor

DVFS level Vcpu fcpu DVFS level Vcpu fcpu

Level 1 1.30 3.074 Level 4 1.15 2.281
Level 2 1.25 2.852 Level 5 1.10 1.932
Level 3 1.20 2.588 Level 6 1.05 1.540

TABLE III

Measured and Analytical Models of Intel Core2 Duo E6850

Power Consumption

Vcpu(V ) fcpu (GHz) Measurement (W)
Analytical

model (W)
1.056 1.776 21.520 21.212
1.080 1.888 24.000 23.956
1.104 2.004 26.320 26.856
1.160 2.338 33.760 34.838
1.224 2.672 43.200 44.409
1.280 3.006 55.440 54.236

TABLE IV

DC−DC Converter Parameters of LTC3733 Three-Phase

Converter for Intel Core2 Duo E6850

Parameter Value Parameter Value
VIN 12-V VOUT VO in Table II
C 8840 μF L 1 μH per phase
RL 2.3 m	 fDC 530 kHz per phase
max(IL) 75 A

We describe the microprocessor power consumption model
in (19). We obtain the parameters Ce, α1, and α2 from
real measurements. We insert a shunt monitor circuit right
in front of the DC–DC converter of the Intel Core2 Duo
E6850 processor and measure the power supply current with
an Agilent A34401 digital multimeter. We compensate the
DC–DC converter efficiency from the measured current values,
and characterize IO. We run PrimeZ benchmark and change
Vcpu and fcpu performing direct access to the basic input/output
system (BIOS) as described in Table II because the Intel
SpeedStep supports only two voltage levels. We finally derive
the following power consumption model:

Pcpu = 8.4503υprocVcpu
2fcpu + (36.3851Vcpu − 33.9503) (32)

where the units of Pcpu, Vcpu, and fcpu are W, V, and GHz,
respectively. We use LTC3568 converter capable of supplying
up to 1.8 A output current, of which the converter parameters
are shown in Table IX. The difference between the analytical
model and measurement results is less than 4.6% as shown
in Table III. The DC–DC converter parameters are given in
Table IV. The values are chosen according to guidelines in
datasheet and reference designs offered by the vendor.

The delay overhead of DVFS transition is given in Table V
and Fig. 11. The value of TPLL, 5 μs, is specified in the Intel
Core2 Duo E6850 datasheet. The actual values are obtained
from SPICE simulation results. We obtain TX by observing
the settling time of VO(t) from SPICE results and substitute it
into equations in Section IV to calculate the delay overhead.
The estimated overhead from the proposed macromodel well

TABLE V

DVFS Transition Delay Overhead for Intel Core2 Duo E6850

Processor With LTC3733 Converter

Level
Actual value (μs) Proposed model (μs)

Tuc Total Cycles Tuc Total Cycles
2→1 4.77 9.77 30 018 4.11 9.11 28 011
3→1 12.29 17.29 53 141 12.21 17.21 52 890
3→2 5.95 10.95 33 672 5.72 10.72 32 950
4→1 22.29 27.29 83 894 24.24 29.24 89 894
4→2 14.69 19.69 60 531 16.21 21.21 65 201
4→3 7.33 12.33 37 921 8.06 13.06 40 150
5→1 34.81 39.81 122 389 40.37 45.37 139 457
5→2 26.47 31.47 96 733 31.44 36.44 112 025
5→3 27.33 32.33 99 383 21.87 26.87 82 606
5→4 9.43 14.43 44 361 11.49 16.49 50 694
6→1 57.68 62.68 192 684 60.90 65.90 202 590
6→2 49.50 54.50 167 525 51.65 56.65 174 157
6→3 31.89 36.89 113 409 41.52 46.52 142 994
6→4 28.35 33.35 102 531 30.14 35.14 108 006
6→5 12.14 17.14 52 688 16.84 21.84 67 141
Downscale 0 5 15 370 0 5 15 370

TPLL=5 μs and the number of cycles are calculated at f = 3.074 GHz.

Fig. 11. Delay overhead of a DVFS transition for Intel Core2 Duo E6850.
(a) Upscaling (actual). (b) Upscaling (model).

follows the trend of actual values. Unlike assumption of
previous works, the underclocking-related overhead is the
dominant factor for most cases as we have discussed in
Section III. Fig. 11 graphically shows the trend of delay
overhead according to different start and end voltage levels.
The delay overhead value tends to be larger when the voltage
difference is larger between the start and end voltage.

The energy overhead values of a DVFS transition for
continuous- and discontinuous-mode operations are given in
Tables VI and VII, respectively. We obtain IL(t), IO(t), and
VO(t) from SPICE simulation and substitute them into (15),
(17), and (21) to calculate the actual value. There is no Ecap

in the tables as it is implied in Eir. The value of Eir for the
case 1 → 6 in Table VI is large because it drains significant
amount of charge from the bulk capacitor to the ground. On
the other hand, Eir for the same case in Table VII is much
smaller because it uses most of the stored charge to supply
the load. This result is very different from previous models
such as [6] as they simply calculate the overhead based on
the charge transfer to and from the bulk capacitor. The error
ratio is quite large for some cases such as 3 → 4. However,
we emphasize that the absolute value of error is within an
acceptable range. Fig. 12 graphically shows the trend of energy
overhead according to different start and end voltage values.
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TABLE VI

DVFS Transition Energy Overhead of LTC3733 Operating in

Continuous Mode for Intel Core2 Duo E6850 Processor

Level
Actual value (μJ) Proposed model (μJ)

Euc Eir Total Euc Eir Total
1→2 −2.5 −62.8 −51.9 35.4 −14.9 33.9
1→3 57.7 −7.1 64.0 112.7 4.2 130.2
1→4 152.5 177.5 343.4 202.0 119.0 335.3
1→5 246.0 336.8 596.2 293.7 274.2 581.3
1→6 329.3 680.2 1022.8 371.7 467.9 852.9
2→3 −11.5 −31.3 −31.3 33.0 −12.6 31.9
2→4 64.9 41.2 117.6 104.2 18.9 134.6
2→5 146.7 178.1 336.4 185.2 90.5 287.3
2→6 229.2 436.9 677.6 262.1 265.0 538.6
3→4 −1.4 −4.1 4.2 34.9 −6.7 37.9
3→5 65.3 110.1 185.1 94.6 28.0 132.3
3→6 141.1 273.4 424.3 165.7 131.3 306.7
4→5 3.0 22.6 33.5 32.5 −3.6 36.8
4→6 62.1 178.6 248.6 82.3 30.3 120.4
5→6 12.7 59.7 78.5 28.9 −0.3 34.7
2→1 29.0 378.6 420.9 16.3 352.9 382.5
3→1 47.1 734.3 794.7 32.4 671.2 716.9
3→2 43.2 373.5 428.2 40.9 335.6 388.0
4→1 83.1 1054.4 1150.8 91.7 951.8 1056.9
4→2 82.1 707.8 801.4 91.9 634.6 738.0
4→3 49.3 340.5 399.5 64.0 317.3 391.0
5→1 155.6 1352.1 1521.1 216.7 1192.6 1422.6
5→2 140.6 1014.1 1166.2 190.0 894.4 1095.9
5→3 192.9 689.5 892.1 144.9 596.3 750.9
5→4 58.6 315.0 381.5 85.1 298.1 391.1
6→1 388.6 1635.5 2037.5 423.1 1391.4 1827.8
6→2 331.5 1312.4 1655.4 354.9 1113.1 1479.5
6→3 184.9 966.4 1161.0 276.8 834.8 1121.4
6→4 174.1 672.6 854.6 191.9 556.6 756.3
6→5 61.7 276.3 344.1 103.7 278.3 388.1

End level (upscale)
1 2 3 4 5

Start level (downscale)
EPLL (μJ) 66.8 57.7 48.6 39.5 30.4

TABLE VII

DVFS Transition Energy Overhead of LTC3733 Operating in

Discontinuous Mode for the Intel Core2 Duo E6850 Processor

Level
Actual Value (μJ) Proposed model (μJ)

Euc Eir Total Euc Eir Total
1→2 −10.6 −88.7 −85.9 0.5 −252.5 −238.7
1→3 74.0 −179.5 −92.1 116.3 −268.4 −138.8
1→4 237.9 −268.5 −17.3 268.2 −325.3 −43.8
1→5 376.3 −230.0 159.7 386.5 −248.2 151.7
1→6 478.0 −32.1 459.2 509.7 17.1 540.1
2→3 −14.5 −195.0 −197.9 0.5 −287.2 −275.2
2→4 94.3 −159.3 −53.5 124.9 −231.6 −95.2
2→5 248.4 −217.7 42.2 275.0 −260.4 26.2
2→6 375.8 −125.8 261.5 383.6 −139.1 256.0
3→4 1.9 −55.7 −44.1 0.5 −215.8 −205.6
3→5 106.0 −132.5 −16.7 138.2 −193.0 −45.2
3→6 266.8 −158.3 118.2 284.7 −187.0 107.4
4→5 10.1 −47.9 −29.9 0.5 −177.3 −168.9
4→6 126.0 −106.6 27.2 161.1 −153.1 15.9
5→6 21.5 −39.5 −11.9 0.5 −137.4 −130.8
Upscale The same as Table VI.

Fig. 12. Energy overhead of a DVFS transition for Intel Core2 Duo E6850.
(a) Upscaling (actual). (b) Upscaling (model). (c) Downscaling continuous
mode (actual). (d) Downscaling continuous mode (model). (e) Downscaling
discontinuous mode (actual). (f) Downscaling discontinuous mode (model).

TABLE VIII

Voltage [Vcpu (V)] and Clock Frequency [fCPU (GHz)] Levels for

Samsung Exynos 4210

DVFS level Vcpu fcpu DVFS level Vcpu fcpu

Level 1 1.2 1.4 Level 4 1.05 1.12870
Level 2 1.15 1.3122 Level 5 1.00 1.0327
Level 3 1.10 1.2218

TABLE IX

DC−DC Converter Parameters of the LTC3568 Converter for

Samsung Exynos 4210

Parameter Value Parameter Value
VIN 5-V VOUT VO in Table VIII
C 100 μF L 6.8 μH
R 0.11 	 fDC 4 MHz
max(IL) 1.8 A

The energy overhead tends to be larger when the voltage
difference is larger. For downscaling in discontinuous mode,
the overhead is smaller than the value in continuous mode as
charge in the bulk capacitor is supplied to the processor rather
than being discharged to the ground.

B. Samsung Exynos 4210 Processor

The second target DVFS system is the Samsung Exynos
4210 processor based on ARM Cortex-A9 core (Table IX).
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TABLE X

DVFS Transition Delay Overhead of Samsung Exynos 4210

With LTC3568 Converter

Level
Actual (μs) Model (μs)

Tuc Total Cycles Tuc Total Cycles
2→1 1.27 11.27 8051 0.56 10.56 7542
3→1 2.95 12.95 9254 2.11 12.11 8652
3→2 1.25 11.25 8039 0.39 10.39 7425
4→1 5.30 15.30 10 928 4.24 14.24 10 175
4→2 2.83 12.83 9165 1.76 11.76 8402
4→3 1.24 11.24 8027 0.25 10.25 7323
5→1 8.24 18.24 13 029 6.77 16.77 11 977
5→2 5.17 15.27 10 836 3.76 13.76 9826
5→3 2.72 12.72 9088 1.47 11.47 8191
5→4 1.21 11.21 8011 0.11 10.11 7223

TPLL = 10 μs and the number of cycles is calculated at f = 1.4. GHz.

Fig. 13. Delay overhead of a DVFS transition for Samsung Exynos 4210.
(a) Upscaling (actual). (b) Upscaling (model).

Exynos 4210 processor is a state-of-the-art application pro-
cessor utilized in high-end mobile products such as Samsung
Galaxy Note, Galaxy S II, Meizu MX, etc. It exhibits power
consumption of 1.2 W at 100% processor utilization. We
perform a power characterization procedure similar to that for
Intel Core2 Duo E6850 processor. The resulting equation is
as follows:

Pcpu = 0.446υprocVcpu
2fcpu + 0.1793Vcpu − 0.1527 (33)

where the units of Pcpu, Vcpu, and fcpu are W, V, and GHz,
respectively. We use LTC3568 converter capable of supplying
up to 1.8-A output current, of which the converter parameters
are shown in Table IX.

Table X shows the DVFS transition delay overhead for
the target system. The value of TPLL, 10 μs, is obtained
from device datasheet. The underclocking-related overhead
is higher when the change in voltage is large. Table XI
shows the DVFS transition energy overhead for the target
system. Unlike LTC3733, LTC3568 operates in discontinuous-
mode only. There is energy gain (minus overhead) in Eir for
downscaling because of discontinuous-mode operation.

Figs. 13 and 14 graphically show the overhead. Upscaling
transitions have the large Eir while downscaling transitions
have large Euc. This is because the LTC3632 converter charges
the bulk capacitor with surge current during an upscaling
transition that causes large IR loss, and it discharges the
bulk capacitor by the processor current which leads to long
transition time and thus large underclocking loss.

Fig. 14. Energy overhead of a DVFS transition for Samsung Exynos 4210.
(a) Upscaling (actual). (b) Upscaling (model). (c) Downscaling (actual). (d)
Downscaling (model).

C. Case 3: TI MSP430 Microcontroller

The third target system is the TI MSP430 microcontroller.
TI MSP430 is a microcontroller used for ultralow-power
embedded systems such as wireless sensor nodes. The power
consumption of the TI MSP430 microcontroller is at most
10.1 mW. A procedure similar to that for Samsung Exynos
4210 is performed to obtain the following power model:

Pcpu = 0.1128υprocVcpu
2fcpu + (0.1738Vcpu − 0.2832) (34)

where the units of Pcpu, Vcpu, and fcpu are mW, V, and MHz,
respectively. We use the LTC3632 converter to power the target
processor. LTC3632 is designed for low-power applications.
It is PFM controlled and operates in discontinuous mode
only. The parameters for the DC–DC converter are reported
in Table XIII.

Table XIV and Fig. 15 show the DVFS transition delay
overhead for the target system. There is no overhead due to
PLL lock time TPLL because TI MSP430 uses digitally con-
trolled oscillator (DCO) instead of PLL, which is an improved
variation of VCO. The underclocking-related overhead Tuc is
the only delay overhead for the TI MSP430 microcontroller.
Table XV and Fig. 16 show the DVFS transition energy
overhead for the target system. Upscaling transitions have
large Eir while downscaling transitions have large Euc. The
trend in MSP430 is more distinctive than in Exynos 4210.
The bulk capacitor is discharged slowly with light load current
during a downscaling transition.

VII. Impact of DVFS Transition Overhead:

Dynamic Thermal Management Example

In this section, we show how much DVFS transition
overhead impacts on overall system performance and energy
consumption when we perform DTM. DVFS is a very useful
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TABLE XI

DVFS Transition Energy Overhead for Samsung Exynos 4210

With the LTC3568 Converter

Actual Value Proposed model

Level Euc Eir Total Euc Eir Total

(μJ) (μJ) (μJ) (μJ) (μJ) (μJ)

1→2 1.00 −0.545 1.085 −0.26 −0.41 0.48

1→3 1.02 −0.47 1.175 1.05 −0.74 0.93

1→4 3.09 −0.95 2.774 2.37 −1.01 1.99

1→5 4.89 −1.16 4.35 4.25 −1.20 3.67

2→3 0.57 −0.44 0.66 0.27 −0.36 0.44

2→4 1.28 −0.61 1.21 1.07 −0.65 0.95

2→5 3.63 −0.83 3.34 2.42 −0.88 2.08

3→4 0.45 −0.35 0.55 0.27 −0.32 0.40

3→5 1.47 −0.52 1.39 1.09 −0.57 0.97

4→5 0.57 −0.26 0.66 0.28 −0.28 0.36

2→1 −0.63 0.92 0.91 −0.48 1.01 1.16

3→1 −1.32 1.96 1.27 −1.42 1.93 1.13

3→2 −0.45 0.85 0.94 −0.36 0.97 1.14

4→1 −2.33 2.90 1.19 −2.48 2.77 0.91

4→2 −1.10 1.85 1.29 −1.10 1.85 1.28

4→3 −0.42 0.78 0.81 −0.28 0.92 1.09

5→1 −3.26 3.78 1.14 −3.47 3.52 0.68

5→2 −1.83 2.78 1.48 −1.95 2.64 1.23

5→3 −0.86 1.75 1.33 −0.87 1.76 1.34

5→4 −0.34 0.72 0.74 −0.23 0.88 1.01

End level (upscale)
1 2 3 4

Start level (downscale)

EPLL (nJ) 624.6 535.0 445.3 355.7

TABLE XII

Voltage [Vcpu (V)] and Clock Frequency [fCPU (MHz)] Levels

for the TI MSP430 Microcontroller

DVFS level Vcpu fcpu DVFS level Vcpu fcpu

Level 1 3.3 8 Level 4 2.175 5
Level 2 2.925 7 Level 5 1.8 4
Level 3 2.55 6

TABLE XIII

DC−DC Converter Parameters of the LTC3632 Converter for

the TI MSP430 Microcontroller

Parameter Value Parameter Value
VIN 5-V VOUT VO in Table XII
C 5 μF L 220 μH
RL 1 m 	 fDC Variable (PFM)
max(IL) 20 mA

Fig. 15. Delay overhead of a DVFS transition for TI MSP430. (a) Upscaling
(actual). (b) Upscaling (model).

TABLE XIV

DVFS Delay Overhead of DC−DC Converters for TI MSP430

Microcontroller With LTC3632

Level
Actual value Proposed model

Tuc (μs) Cycles Tuc (μs) Cycles
2→1 10.0 81 9.2 74
3→1 37.7 302 37.9 304
3→2 10.0 81 10.1 81
4→1 82.4 660 85.1 681
4→2 41.2 330 42.3 339
4→3 11.5 93 11.5 92
5→1 145.6 1165 150.0 1200
5→2 92.4 740 95.3 763
5→3 47.6 381 48.3 386
5→4 18.2 146 13.5 108

The number of cycles is calculated at f = 8 MHz.

TABLE XV

DVFS Transition Energy Overhead of the TI MSP430

Microcontroller With LTC3632

Actual Value Proposed model
Level Euc Eir Total Euc Eir Total

(nJ) (nJ) (nJ) (nJ) (nJ) (nJ)
1→2 1394.7 −23.8 1370.9 690.6 −23.8 666.8
1→3 3720.9 −40.0 3680.9 2710.4 −38.6 2671.8
1→4 6515.3 −45.4 6469.9 5978.5 −45.4 5933.1
1→5 10 101.3 −45.3 10056.0 10 428.1 −45.5 10 382.6
2→3 1001.5 −19.3 982.2 693.7 −18.0 675.7
2→4 3059.3 −28.9 3030.4 2725.7 −28.1 2697.6
2→5 6401.3 −31.7 6369.6 6036.4 −31.5 6004.9
3→4 1218.3 −13.8 1204.5 702.0 −13.0 689.0
3→5 3212.0 −20.2 3191.8 2776.6 −19.2 2757.4
4→5 967.7 −9.8 957.9 723.9 −13.0 710.9
2→1 −85.5 320.5 235.0 −76.5 343.2 266.7
3→1 −233.6 628.9 395.3 −239.4 670.7 431.3
3→2 −52.5 275.6 223.0 −56.5 335.4 278.9
4→1 −422.9 947.1 524.2 −410.2 986.0 575.8
4→2 −173.1 614.3 441.2 −171.2 657.3 486.1
4→3 −39.8 271.2 231.4 −40.2 328.7 288.4
5→1 −561.7 1272.4 710.7 −532.4 1292.0 759.6
5→2 −289.3 934.6 645.4 −280.4 969.0 688.7
5→3 −117.1 604.9 487.8 −116.6 646.0 529.4
5→4 −24.9 353.1 328.1 −27.3 323.0 295.7

control knob for DTM [30], [31]. DTM techniques based
on PID control method usually use the time quantum of
the operating system as the minimum time granularity. The
time quantum of operating system is in the range of a few
milliseconds. On the contrary, the thermal RC time constant of
a processor is much larger than the time quantum of operating
systems. Although the two time constants differ in magnitude,
the DVFS transition occurs much more frequently than the
thermal RC time constant when the chip temperature is near
the target temperature.

We implement a PID control-based DTM scheme in MAT-
LAB/Simulink environment. Parameters of the PID controller
are determined by a tuner embedded in MATLAB/Simulink.
The thermal resistance from the chip to the ambient is R =
0.7 K/W and thermal capacitance of the chip is C = 140.3 J/K,
which is the same as [30]. The thermal RC constant is 98.21 s.
Fig. 17 shows the delay and energy overhead of DVFS accord-
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Fig. 16. Energy overhead of a DVFS transition for TI MSP430. (a) Upscal-
ing (actual). (b) Upscaling (model). (c) Downscaling (actual). (d) Downscaling
(model).

Fig. 17. Energy and delay overhead of PID control based DTM for Intel
Core2 Duo E6850 processor according to time granularity of DTM.

ing to the time granularity of DTM for the Intel Core2 Duo
E6850 processor. The results show that we should avoid using
time quantum value below 1 ms for performance and energy
efficiency. The energy and delay overhead is comparable to
the scheduling overhead and context switching overhead of
operating systems, which take about 0.4% to 1.6% in general
purpose operating systems [32].

VIII. Conclusion

Dynamic voltage and frequency scaling (DVFS) is widely
used for energy saving and thermal management nowadays.
Understanding correct DVFS transition overhead is crucial
in achieving the maximum power gain and thermal stability.
In fact, DVFS transition overhead is comparable to context
switching overhead in modern microprocessors. However,
DVFS transition overhead has not been properly dealt with
so far due to an absence of accurate models.

This is the first paper that introduced accurate DVFS tran-
sition overhead models. We showed that energy to charge and
discharge the bulk capacitor in the DC–DC converter, which
was regarded as the major source of overhead, is not true
overhead. Instead, we introduced energy and delay overhead
caused by microprocessor underclocking and additional cur-
rent through the inductor. This paper provided comprehensive
solutions for the models, but the derived model is somewhat

complicated for system engineers. We also provided succinct
macromodels while maintaining reasonable accuracy. Finally,
we summarize DVFS transition overhead values of three rep-
resentative microprocessors for high-end, embedded and ultra
low-power applications so that some software programmers
may simply use the numbers.
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