Energy-Efficient, High-Performance, Highly-Compressed Deep Neural Network Design using Block-Circulant Matrices
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Abstract—Deep neural networks (DNNs) have emerged as the most powerful machine learning technique in numerous artificial intelligence applications. However, the large sizes of DNNs make themselves both computation and memory intensive, thereby limiting the hardware performance of dedicated DNN accelerators. In this paper, we propose a holistic framework for energy-efficient high-performance highly-compressed DNN hardware design. First, we propose block-circulant matrix-based DNN training and inference schemes, which theoretically guarantee Big-O complexity reduction in both computational cost (from \(O(n^2)\) to \(O(n \log n)\)) and storage requirement (from \(O(n^2)\) to \(O(n)\)) of DNNs. Second, we dedicatedly optimize the hardware architecture, especially on the key fast Fourier transform (FFT) module, to improve the overall performance in terms of energy efficiency, computation performance and resource cost. Third, we propose a design flow to perform hardware-software co-optimization with the purpose of achieving good balance between test accuracy and hardware performance of DNNs. Based on the proposed design flow, two block-circulant matrix-based DNNs on two different datasets are implemented and evaluated on FPGA. The fixed-point quantization and the proposed block-circulant matrix-based inference scheme enables the network to achieve as high as 3.5 TOPS computation performance and 3.69 TOPS/W energy efficiency while the memory is saved by 108X ~ 116X with negligible accuracy degradation.

I. INTRODUCTION

Proposed in 1940’s, neural networks (NNs) [1] are the most representative connectionism model in the artificial intelligence field. With their inherent parallel processing architectures and provable capability of well-approximation to arbitrary functions [2], the multi-layer NNs had gained tremendous attractions in 1980’s. However, due to their limited progress on performance (especially accuracy and speed) and the competition from other simple but mathematically solid machine learning techniques (e.g. support vector machine and random decision forest), the research on NNs gradually diminished in 1990’s and had lost its original prosperity for more than one decade.

Driven by the unprecedented advance in semiconductor technology and the explosive development of available data, NNs are now experiencing their exciting resurgence in the big data era: The superior processing power of modern computers and the massive amount of data jointly enable the deep neural networks (DNNs), as the large-scale NNs, to achieve much stronger learning capability than the early-year small-size NNs within the affordable training time. As a result, to date the DNNs have produced several state-of-the-art accuracy results on various tasks [3], [4], thereby making them become the most popular and powerful machine learning technique in numerous artificial intelligence applications.

As mentioned before, one of the key enablers for the success of DNNs is their large-scale structures. Typically, a DNN consists of at least several cascade-connected layers and each layer contains hundreds or thousands of neurons, and hence resulting in very large number of parameters (or so-called weights) for the entire DNN. Although such large model sizes enable strong representing and learning capability, they also make DNNs both computation and memory intensive. As a result, it is very challenging to design DNN hardware with high energy efficiency, high computation performance and low memory footprint. Such emerging challenge, if not being properly addressed, would greatly impede the widespread deployment of DNNs in many resource-constrained applications, such as embedded or mobile systems.

Targeting at this problem, several work have been proposed to improve the hardware performance of DNNs via model compression. In [5], [6], low-precision weight-based DNN designs were proposed to reduce the weight memory size and critical path delay. In [7], [8], the strategies of pruning DNNs were used to develop the corresponding hardware since a large amount of energy and area can be saved after removing unnecessary weights or neurons. In [9], a reduced-memory DNN design was proposed by performing low-rank approximation for the weight matrices. However, aforementioned methods need additional processing which requires additional training effort. Under certain situations, these methods may lead to the irregularity of the model.

In this paper, we propose a holistic framework for energy-efficient, high-performance, memory-compressed DNN hardware design. Different from prior compressed DNN hardware that were based on the unstructured weight matrices, the model reduction in this paper results from the use of structured weight matrices: In the underlying network structure, the weight matrices, which were original unstructured, are now constructed in the block-circulant format, thereby leading to order-of-magnitude reduction in computational cost and storage requirement, which further translates to very significant improvement in energy efficiency, computation performance and memory compression ratio for the entire DNN accelerators. In short, the contributions of this paper are summarized as below:

1) We propose block-circulant matrix-based DNN training and inference schemes, which theoretically guarantee Big-O complexity reduction in both computational cost (from \(O(n^2)\) to \(O(n \log n)\)) and storage requirement (from \(O(n^2)\) to \(O(n)\)) of DNNs. In addition, the proposed schemes has great flexibility on the size of weight matrices and the controllable balance between test accuracy and compression ratio.

2) We dedicatedly optimize the hardware architecture, especially on the key fast Fourier transform (FFT) module, to improve the overall performance in terms of energy efficiency, computation performance and resource cost. The quantization
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III. Preliminaries

A. DNN Inference

In general, the DNN inference is performed in the forward propagating format: The test data is input to the first layer of DNN and the final classification results are output from the last layer. During the entire forward propagation, the key computation is the matrix-vector multiplication. For instance, the computation in the fully-connected (FC) layers in the inference phase is described as below:

\[ y = f(a) = f(Wx), \]

where \( f(\cdot) \) is the activation function, \( W \in \mathbb{R}^{m \times n} \) is the weight matrix, \( x \in \mathbb{R}^n \) is the input vector, and \( a \) is the product of \( W \) and \( x \), respectively.

B. DNN Training

Different from inference, the DNN training is performed by using the backward propagation: The gradient descents of the weights to be updated are calculated from the last layer to the first layer. More specifically, the update of the weight matrix \( W \) can be performed as below:

\[ W = W - \epsilon \frac{\partial L}{\partial W}, \]

where \( L \) is the loss function measuring how close the prediction is compared to the ground-truth, and \( \epsilon \) is the learning rate. Notice that due to the different choices of \( f(\cdot) \), the explicit mathematical format of \( \frac{\partial L}{\partial W} \) will be different; but the key computation in equation (2) is still the matrix-vector multiplication [12], [13].

C. Complexity of DNN Inference/Training

Equation (1) and (2) describe the general computation procedure for DNN inference and training, respectively. Since typically only the weight matrix \( W \) is stored in the feedforward or backward propagation, the space complexity of DNN inference and training is \( O(n^2) \) (\( m \) and \( n \) typically have the same order of magnitude) for the FC layer. Consider that the values of \( n \) (and \( m \)) are typically hundreds to thousands; the number of parameters in the weight matrix \( W \) is typically very large, thereby resulting in huge memory consumption in DNN hardware. In addition, from the perspective of computation, DNNs are also very computationally intensive. Consider that matrix-vector multiplication is the key computation during the forward and backward propagation processes, the computational complexity of DNN training and inference is \( O(n^2) \) for the layer. Therefore, the large value of \( n \) incurred by the large model size of DNN also results in very high demands on computation.

IV. Reduced-Complexity DNN Inference and Training using Block-Circulant Matrices

As analyzed in Section III-C, the theoretical computational complexity and space complexity for DNN inference and training are \( O(n^2) \). Although the existing techniques, such as network pruning, lowering representation precision, etc., can help to improve the hardware performance of DNN accelerators, those approaches do not fundamentally lower the theoretical bound of space or computational complexity, thereby limiting the potential in hardware performance improvement.

Different from prior efforts, in this section we propose to leverage the unique mathematic property of block-circulant matrices.
matrices [14] to reduce the theoretical computational and space complexities of DNN training and inference. The key idea is to impose the block-circulant structure to DNNs: The weight matrix $W$ is always in the format of block-circulant matrices. In this scenario, because i) block-circulant matrices only require $O(n)$ parameters, and ii) ultra-fast matrix-vector multiplication algorithm with $O(n \log n)$ computational complexity exists for this family of special matrices, such imposing of the block-circulant structure immediately enables order-of-magnitude reduction in both storage requirement and computational cost.

Consider the inference and training schemes described in equation (1)(2) are for the general unstructured weight matrices. In this section we present low-space-cost, ultra-fast, block-circulant matrix-based DNNs-oriented inference and training schemes. First, the forward and backward propagation processes that target to square circulant weight matrices [15] are introduced. Then, the general block-circulant matrix-based inference and training schemes for DNNs that contain arbitrary-size weight matrices are developed.

A. Circulant Matrix-based DNN Inference and Training

In general, a circulant matrix $W \in \mathbb{R}^{n \times n}$ [14] is defined by a vector $\mathbf{w} = (w_1, w_2, \ldots, w_n)$ as the following:

$$W = \begin{bmatrix} w_1 & w_n & \cdots & w_3 & w_2 \\ w_2 & w_1 & \cdots & w_4 & w_3 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ w_{n-1} & \cdots & \cdots & w_1 & w_n \end{bmatrix}. \quad (3)$$

From equation (3) it is seen that an $n$-by-$n$ circulant matrix only has $n$ parameters because of its strong structure. Clearly, when such structure is imposed to the weight matrices of DNNs, the required space cost for storing the weights is immediately reduced from $O(n^2)$ to $O(n)$.

Besides the advantage on low space cost, the use of circulant matrices as weight matrices can also lead to low computational complexity for both inference and training, which are described as below:

**Inference:** As indicated in equation (1), the dominating computation during the forward propagation in the inference is the matrix-vector multiplication ($W\mathbf{x}$). According to [14], when $W$ is a circulant matrix, $W\mathbf{x}$ can be performed as below:

$$a = W\mathbf{x} = \text{ifft}(\text{fft}(\mathbf{w}) \circ \text{fft}(\mathbf{x})), \quad (4)$$

where $\circ$ denotes the element-wise multiplication; $\text{fft}(\cdot)$ denotes the fast Fourier transform; and $\text{ifft}(\cdot)$ denotes the inverse fast Fourier transform. Notice that since the computational complexity of $n$-point FFT/IFFT is only $O(n \log n)$, the computational complexity of DNN inference can achieve order-of-magnitude reduction (from $O(n^2)$ to $O(n \log n)$).

**Training:** For backward propagation in the training, recall that its key procedure is to perform the chain rule-based calculation for the gradient of loss function $L$ with respect to the weight vector $\mathbf{w}$ as below:

$$\frac{\partial L}{\partial w} = \frac{\partial L}{\partial a} \frac{\partial a}{\partial w}, \quad (5)$$

where $\frac{\partial L}{\partial w}$ is the gradient back-propagated from the subsequent layer. Notice that in the scenario that $W$ is a square circulant matrix, as indicated in [15], $\frac{\partial a}{\partial w}$ is a circulant matrix defined by the vector $\mathbf{x}' = (x_1, x_n, x_{n-1}, \ldots, x_2)$. Therefore, according to [14], equation (5) can be simplified as below:

$$\frac{\partial L}{\partial w} = \text{ifft}(\frac{\partial L}{\partial a} \circ \text{fft}(\mathbf{x}'))), \quad (6)$$

where 1 is a column vector full of ones. In addition, the gradient of input $\mathbf{x}$ which is back-propagated to the previous layer, should be calculated as:

$$\frac{\partial L}{\partial x} = \frac{\partial L}{\partial a} \frac{\partial a}{\partial x}. \quad (7)$$

Notice that here $\frac{\partial a}{\partial x}$ is also a circulant matrix that is defined as $\mathbf{w}' = (w_1, w_n, w_{n-1}, \ldots, w_2)$ . Hence equation (7) can also be simplified as below:

$$\frac{\partial L}{\partial x} = \text{ifft}(\frac{\partial L}{\partial a} \circ \text{fft}(\mathbf{w}')). \quad (8)$$

From equation (6) and (8) it is seen that, when $W$ is a circulant matrix, the updating scheme for the gradients of $\mathbf{w}$ and $\mathbf{x}$, as the key part of DNN training, can also be calculated using FFT/IFFT, thereby rendering order-of-magnitude reduction in computational cost for training (from $O(n^2)$ to $O(n \log n)$).

B. Block-Circulant Matrix-based DNN Inference and Training

Section IV-A presents the forward and backward propagation for circulant matrix-based DNNs. However, in many practical applications such schemes cannot be directly used because: 1) It is very common that the weight matrices of DNNs are non-square matrices due to the need of specific applications; and 2) Even if the weight matrices are square, as indicated in Section VI, in many cases the compression effect led by the approach in Section IV-A is too aggressive and hence causes non-negligible accuracy loss.

To address the above challenges, in this subsection, we present the block-circulant matrix-based forward and backward propagation for inference and training. The key idea here is to partition the original arbitrary-size unstructured weight matrix $W \in \mathbb{R}^{m \times n}$ into 2D blocks of square sub-matrices and then replace those sub-matrices with different circulant matrices. Such partition strategy has the following two advantages: 1) It is suitable for arbitrary-size weight matrices without any requirement on the shape of $W$; and 2) It is an adjustable approach that can conveniently control the compression ratio and potential accuracy loss by only changing the partition size of sub-matrices. Such flexibility is very useful for designing different types of compressed DNNs with different resource budgets and/or target accuracy.

Next we present the details of the proposed block-circulant matrix-based inference and training schemes. Let $k$ be the partition size and there are $p \times q$ blocks after partitioning $W$, where $p = m \div k$ and $q = n \div k$. Then $W = [C_{ij}]$, $i \in \{1 \ldots p\}$, $j \in \{1 \ldots q\}$. Assume each circulant matrix $C_{ij}$ is defined by a vector $\mathbf{w}_{ij}$. Correspondingly, the input $\mathbf{x}$ is also partitioned as $\mathbf{x} = [x_1, x_2, \ldots, x_q]^T$. As a result, the forward propagation process in the inference phase can be performed as the following:

$$a = W\mathbf{x} = \begin{bmatrix} \sum_{j=1}^{q} C_{1j} x_j \\ \sum_{j=1}^{q} C_{2j} x_j \\ \cdots \\ \sum_{j=1}^{q} C_{pq} x_j \end{bmatrix} = \begin{bmatrix} a_1 \\ a_2 \\ \cdots \\ a_p \end{bmatrix}, \quad (9)$$

where $a_i \in \mathbb{R}^k$ is a column vector.
Now consider the backward propagation process in the training phase. Let $a_{il}$ be the $l$-th output element in $a_i$. Then by using the chain rule we can derive the backward propagation process as follows:

$$\frac{\partial L}{\partial w_{ij}} = \sum_{l=1}^{k} \frac{\partial L}{\partial a_{il}} \frac{\partial a_{il}}{\partial w_{ij}} = \frac{\partial L}{\partial w_{ij}}, \quad (10)$$

$$\frac{\partial L}{\partial x_j} = \sum_{i=1}^{p} \sum_{l=1}^{k} \frac{\partial L}{\partial a_{il}} \frac{\partial a_{il}}{\partial x_j} = \sum_{i=1}^{p} \frac{\partial L}{\partial a_i} \frac{\partial a_i}{\partial x_j}. \quad (11)$$

Recall that $\frac{\partial a_{il}}{\partial w_{ij}}$ and $\frac{\partial a_{il}}{\partial x_j}$ are circulant matrices as pointed out before. Therefore, $\frac{\partial L}{\partial w_{ij}}$ and $\frac{\partial L}{\partial x_j}$ can be calculated using the same way as described in (6) and (8).

It should be noted that sometimes $k$ may not divide $m$ or $n$. A general solution to this case is to pad zeros along the dimension that $k$ doesn’t divide. In this paper, $W$ is padded with zeros to the size such that $p = \left\lceil \frac{m}{k} \right\rceil$ and $q = \left\lceil \frac{n}{k} \right\rceil$.

In summary, the above described forward and backward propagation processes for block-circulant matrix-based DNN models are shown in Algorithm 1 and Algorithm 2, respectively. Note that by applying these partition-based processes, the space complexity and computational complexity are reduced to $O(pqn)$ and $O(pqk \log k)$.

V. HARDWARE ARCHITECTURE DESIGN

In this section, the hardware architecture of the block-circulant matrix-based DNNs is presented. Because in practical applications the dedicated DNN accelerators are usually in charge of on-line inference tasks to achieve low-latency response and high throughput, while the CPU/GPU clusters are in charge of off-line training tasks for flexible deployment [16], in this section we focus on the hardware design for the inference process.

A. Optimization on FFT/IFFT Module

As indicated in Algorithm 1, the key computation of the forward propagation process in the proposed block-circulant matrix-based inference scheme is the FFT/IFFT calculation. Consider that all the other operations in the inference, including element-wise multiplication and addition and ReLU, have a computational complexity of $O(n)$, the optimization on the FFT module is the key to improve the hardware performance of the entire DNN accelerators.

Fig. 1 (a) shows a straightforward design for the 3-step FFT-involved operation: (FFT - Element-wise Multiplication - IFFT). It can be seen that, in order to perform the inference for a size-$n$ input vector $x_j$ on one layer, totally 3 copies of FFT or IFFT are needed (since IFFT can be easily performed on the FFT module via very slight modification [17]). Although the hardware performance of this design is already very promising because of its $O(n \log n)$ computational complexity, we present the following optimization techniques that can further improve the hardware performance.

Pre-Calculation of $f_{\text{fft}}(w_{ij})$: Recall that in the inference phase the weights of DNNs have already been determined from the training phase. This phenomenon implies that $f_{\text{fft}}(w_{ij})$ can be actually off-line pre-calculated. By using this property, we only need to implement one FFT and one IFFT in the hardware (as shown in Fig. 1 (b)), thereby resulting in 33% reduction in the hardware resource of the data-path.

Packaging the Real-valued Inputs: The standard FFT/IFFT hardware is typically used for the complex input signals that widely exist in communication or signal processing systems. Different from those two types of applications, most artificial intelligence applications, such as computer vision, natural language processing etc., only deal with real-valued data. Based on this observation, the hardware architecture of FFT module can be further optimized by using the input-packing strategy.

More specifically, the packing strategy utilizes the property that a size-$n$ real-input FFT (rFFT) can be computed by using a size-$n/2$ standard (complex-input) FFT [18]. In general, in order to calculate the $n$-point FFT of a real-valued size-$n$ vector $s$, we can first generate a complex-valued size-$n/2$
vector \( t \), where \( t_i = s_{2i-1} + j \cdot s_{2i} \) for \( i = 1, 2, \ldots, n/2 \). And then perform \( n/2 \)-point FFT for \( t \). After simple post-processing with \( 4n-1 \) additions and \( 4n-4 \) multiplications, the \( n \)-point \( \text{fft}(s) \) is calculated. Fig. 1 (b) shows the block diagram of the packing-based FFT design. Obviously, such packing strategy leads to additional nearly 25% reduction in the required computing resource.

### B. Quantization Scheme

The choice of quantization scheme is critical for the fixed-point hardware design since it greatly affects the hardware performance and the potential accuracy loss as compared to the floating-point software implementation. Therefore, in this paper we explore different quantization schemes to achieve the maximum hardware performance within the affordable precision loss. Consider FFT is the key computation block in the proposed design, we investigate the performance of fixed-point FFT in terms of computation performance, energy-efficiency, and precision loss when using different quantization schemes. As shown in Table I, we explore three different quantization schemes to represent numbers in the computation domain (fft(\( \mathbf{w}_{ij} \))).

<table>
<thead>
<tr>
<th>Bits</th>
<th>Scheme (sign.int.float)</th>
<th>Precision loss (Avg. ( L^2 ) distance)</th>
<th>performance (equivalent GOPS)</th>
<th>energy efficiency (equivalent GOPS/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>(1,4,4)</td>
<td>1.300,18</td>
<td>3.306,18</td>
<td>0.113,14</td>
</tr>
<tr>
<td>12</td>
<td>(1,5,6)</td>
<td>0.157</td>
<td>3.140,42</td>
<td>4.051,50</td>
</tr>
<tr>
<td>16</td>
<td>(1,7,8)</td>
<td>0.113</td>
<td>2.600,57</td>
<td>4.333,43</td>
</tr>
</tbody>
</table>

Notice that the requirement on the reconfigurability has become very important for the modern DNN accelerator design because 1) the size of the deployed network may be changed due to the change of target applications; and 2) the area constraint may require to map the function of two or several layers on the same hardware. Fortunately, the proposed FFT-based DNN hardware is well-suited for achieving the reconfigurability because of the inherent recursive property of FFT: As indicated in Fig. 3, the computation of \( n \)-point FFT can be viewed as the parallel processing of two \( n/2 \)-point FFTs plus a butterfly-style post-processing, and each \( n/2 \)-point FFT can be further decomposed to the smaller size FFT using the similar way. Such strong recursive property offers great benefits to improve the reconfigurability of the proposed DNN accelerator. This is because for any given-size FFT computation that is needed in the inference process, even if it is not specifically implemented on the FFT hardware module, it is still easy to calculate it by performing recursive computation (for large-size FFT) or directly using partial hardware resource of the existing FFT module (for small-size FFT). Also, the design of control signal and memory storage organization also become quite convenient because of the ultra-regular structure of FFT.

### VI. SOFTWARE-HARDWARE DESIGN OPTIMIZATIONS

As indicated in Section IV, the compression ratio of the block-circulant matrix-based DNN can be adjusted by changing the partition sizes \( k \) of the weight matrices. In general, increasing \( k \) can lead to a higher compression ratio, which further translates to smaller memory requirement, better energy efficiency and higher computation performance. However, though maximizing \( k = \min(m, n) \) for each layer can always achieve the best hardware performance, in many cases such aggressive compression needs to be relaxed in order to avoid the potentially non-negligible test accuracy loss. Therefore, it is very necessary to perform software-hardware design co-
Motivated by this demand, in this section we propose a design flow to explore the effect of partition size $k$ on the software-level test accuracy and the hardware performance of the network. Fig. 4 shows our proposed design flow, which mainly includes two phases, greedy partitioning (blue arrow) and back-trace adjustment (yellow arrow).

Next, we describe this design flow in details. Initially, the baseline network accuracy (without any compression) is precomputed. Then we sort weight matrices by size. If we index $d$ weight matrices of a DNN from input end to output end, namely $1, 2, ..., d$; then after sorting, ranked by the size, the sequence of the matrices’ indices are $i_1, i_2, ..., i_d$, where $i_j \in \{1, 2, ..., d\}$, and size$_{i_j} \geq$ size$_{i_{j+1}}$.

**Greedy Partitioning:** Starting from matrix $i_1$, we apply the block-circulant matrix with the largest possible partition size ($=\min(m, n)$), denoted as $p_{i_1}$, and then train the network. When we are setting up the partition size of layer $i_j$ ($i_j \in \{1, 2, ..., d\}$), if the modified model can achieve a negligible degradation (less than a pre-set $\epsilon\%$) in test accuracy, we move to the next matrix $i_{j+1}$. Notice that here we intentionally start this greedy partitioning from the larger-size matrices first, and then gradually move to smaller-size matrices. Such arrangement can guarantee the overall compression ratio always remains at a high level since the compression on the large-size matrices tends to be more significant.

**Back-trace Adjustment:** Sometimes the current selected partition size is too aggressive and hence causes non-negligible accuracy loss. In this scenario, we reduce the partition size $p_{i_j}$ of layer $i_j$ by a factor of 2. Such reduction in $p_{i_j}$ may need to be performed using several rounds until the entire network can achieve the degradation within $\epsilon\%$. Notice that if the partition size of matrix $i_j$ is reduced to 1, the procedure goes back to matrix $i_{j-1}$ and $p_{i_{j-1}}$ is reduced by a factor of 2. After that, we move to matrix $i_j$ again with resetting the partition size of matrix $i_j$ to the largest possible value.

Next we use an example seven-layer DNN on MNIST dataset to illustrate this proposed software/hardware co-design flow. The layer sizes of the example DNN are set as 784-2048-2048-1024-1024-512-10, which are close to the configuration in [20]. Here the shapes of the weights matrices between adjacent layers are labeled in Table II. The input data for the model is normalized by scaling the pixels of each data case down to the range $[0,1]$. Both the original and compressed models are trained with the learning rate set as 0.01. All experiments are averaged over 5 times of training 100 epochs from scratch.

Without loss of generality, we set the goal of this example design flow as finding a compressed model that achieves the maximum compression ratio (and hence the maximum energy efficiency) with accuracy degradation less than 1% ($\epsilon=1$). Table III illustrates some compressed models and the corresponding test accuracies when following the design flow in Fig. 4. Here each model is denoted by the combination of the partition size of each weight matrix. For example, for model 1, which is actually the original uncompressed model, is denoted as 1-1-1-1-1 since it can be viewed as the compressed model with setting partition size as 1 for all weight matrices. Consistent with the protocol of the design flow, the matrix-wise compression procedure follows the ranking of weight matrix size: In this example we try to compress each individual weight matrix in the order of matrices $2, 3, 1, 4, 5$. When we begin to compress the current weight matrix, we always start with the largest partition size (greedy partitioning) to get the highest compression ratio, and may reduce its partition size or even change the partition size of previous compressed weight matrices to achieve the balance between compression ratio and accuracy (back-trace adjustment). As shown in Table III, by following the proposed design flow, finally we get a model with 108.29 compression ratio and 97.67% accuracy. In general, the design flow in Fig. 4 can always ensure the finding of the maximally compressed DNN model that satisfies the pre-defined accuracy requirement, thereby achieving the optimal hardware performance (in terms of energy efficiency, memory size etc.) under the given constraint on accuracy.

**VII. Experimental Results**

With the optimal configurations of the partition size determined by the aforementioned design flow, in this section we show the software and hardware performance of DNNs on commonly used dataset. Software accuracy and hardware performance (computation performance in term of GOPS and energy efficiency in term of GOPS/W) are measured for each network. The hardware results are based on the mapping results of a low-power and low-cost Intel (Altera) Cyclone V FPGA, which can accommodate the weight storage.

The last softmax layer in this example is not considered for compression since the size of softmax layer is already very small.
requirement of representative deep learning applications after performing the proposed block-circulant matrix-based compression. Please note that the Cyclone V FPGA exhibits a low static power consumption less than 0.15W and typical operating frequency between 227MHz and 250MHz, making it a good choice for energy efficiency optimization of FPGA-based deep learning implementations.

A. MNIST

The MNIST [21] is a handwritten digit dataset (10 classes) that consists of 28 × 28 grey-scale images with 60,000 images for training and 10,000 images for testing. The baseline model here we use is the example model (784-2048-2048-1024-512-10) discussed in Section VI. Clearly, as indicated in Table II, the optimal partitioning scheme for this example model is 128-128-128-128 (for weight matrix 1 ~ 5), which means the required FFTs/IFFTs for this configuration are 128-point FFT/IFFT.

Compression Ratio & Accuracy: With the use of this partitioning scheme, the number of parameters of DNN can be compressed by 108X, which leads to 108X saving in memory size. Such very high compression in model size, however, does not cause severe accuracy loss. As shown in Table IV, compared with the baseline uncompressed model with accuracy of 98.34% (see Table III), the FPGA-based DNN inference hardware can achieve test accuracy as high as 97.58% with the quantization scheme of (1,7,8) (see Table IV). That means the proposed DNN hardware can achieve 100+X compression in memory size with less than 1% accuracy loss.

Computation Performance & Energy Efficiency: Table IV also shows that the proposed block-circulant matrix-based DNN hardware can achieve as high as 3,690 (equivalent) GOPS/W energy efficiency and 3,506 (equivalent) GOPS with 8-bit quantization scheme. Besides, the 12-bit quantized design can give a better trade-off among accuracy, the computation performance, and the energy efficiency. It should be noted that depending on the choice of specific quantization scheme, one 128-point FFT/IFFT module in the Cyclone V FPGA utilizes 44% ~ 62% resources. Thus only one of FFT/IFFT with quantization scheme (1,7,8) can reside in the FPGA; while for other schemes two of FFT/IFFT can be mapped to the FPGA. That explains why the computation performance with quantization scheme (1,7,8) drops significantly as compared to the ones using other schemes.

B. SVHN

The SVHN [22] is a color image dataset that are collected from house numbers in Google Street View Images. The data set, which has 10 classes, contains 73,257 training images and 531,131 additional training images plus 26,032 testing images. In this experiment, we follow the same augmentation method as adopted in [23]: padding 4 pixels on each dimension and randomly sampling 32 × 32 crops. The baseline model we use for this dataset is a nine-layer DNN with the size of 3072-2048-2048-2048-2048-2048-512-10.

Computation Ratio & Accuracy: The uncompressed baseline software model gives 96.17% classification accuracy. Again, we perform the design flow described in Section VI to explore the optimal partition scheme. Notice that here considering the complexity of multi-channel inputs and enormous number of parameters, we set t = 2. Our experiments show that, by following the design flow in Section VI, 128-128-128-128-128-128-128-128-128 (for weight matrix 1 ~ 7) is identified for the optimal partition scheme. As a result, the overall DNN model is compressed by 118.48X. As shown in Table V, such very high compression still incur negligible performance loss even after using quantization scheme.

Computation Performance & Energy Efficiency: Based on the aforementioned partition scheme, the FFTs/IFFTs needed for this experiment is also 128-point. Since 1) we use same the FPGA platform to build the hardware for this SVHN dataset and MNIST dataset and 2) the required type of FFT/IIFFTs are identical (128-point), it is not surprising that the computation performance and energy efficiency for the DNN hardware target to these two datasets are the same (see Table IV and Table V), even though their total equivalent operations are different. Also, Table V shows that 12-bit quantization scheme gives the best trade-off among accuracy, the computation performance, and the energy efficiency, which is consistent with the phenomenon we observe from Table IV.

C. Comparison with state-of-the-art works

The reference FPGA-based implementations are state-of-the-arts represented by [FPAGA16] [24], [ICCAD16] [25], [FPAGA17, Han] [19], and [FPAGA17, Zhao] [26]. In those work, large-scale AlexNet, VGG-16, or a custom-designed recurrent neural network [19] were implemented. For fair comparison, we use equivalent GOPS and GOPS/W for all model compression methods, including ours. Although those references may focus on different deep learning models and
structures, both GOPS and GOPS/W are general metrics that are (in general) independent of the differences of models.

In Fig. 5, we can observe significant improvement achieved by the proposed FPGA-based implementations as compared with prior arts in terms of energy efficiency. Compared with prior work with heuristic model size reduction techniques [19], [26] (reference [19] uses the heuristic weight pruning method, and [26] uses a binary-weighted neural network XORNet.), our approach achieves 60X \sim 83X improvement in energy efficiency. When comparing with prior arts with uncompressed (or partially compressed) deep learning system [24], [25], the energy efficiency improvement of our approach can reach 150X \sim 260X. These results demonstrate a clear advantage of the proposed framework using block-circulant matrices on improving computation performance and energy efficiency.

VIII. Conclusion

In this paper, we presented a holistic framework for energy-efficient high-performance highly-compressed DNN hardware design. First, we propose block-circulant matrix-based DNN training and inference schemes, which theoretically guarantee Big-O complexity reduction in both computational cost and storage requirement of DNNs. Second, we dedicatedly optimize the hardware architecture, especially on the key fast Fourier transform (FFT) module, to improve the overall performance in terms of energy efficiency, computation performance and resource cost. Third, we propose a design flow to perform hardware-software co-optimization with the purpose of achieving good balance between test accuracy and hardware performance of DNNs. Based on the proposed design flow, two block-circulant matrix based DNNs on two different datasets are implemented and evaluated on Intel Cyclone V FPGA. The fixed-point quantization and block-circulant matrix inference scheme enables the network to achieve as high as 3.5 TOPS (equivalent) computation performance and 3.69 TOPS/W energy efficiency while the memory is saved by 108X and 116X, respectively. Accuracies in both networks are negligibly degraded.
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