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ABSTRACT 
Soft-edge flip-flop based pipelines can improve the 

performance and energy efficiency of circuits operating in the 
super-threshold (supply voltage) regime by allowing opportunistic 
time borrowing. The application of this technique to near-
threshold regime of operation, however, faces a significant 
challenge due to large circuit parameter variations that result from 
manufacturing process imperfections and substrate temperature 
changes. This paper thus addresses the issue of variability-aware 
design of energy-delay optimal linear pipelines that are aimed at 
operating in both the near-threshold and super-threshold regimes. 
Precisely, this goal is achieved by deriving optimal delay line 
configuration included in the soft-edge flip-flop design for the 
near-threshold and the super-threshold operations. The key is to 
ensure that the same transistor sizes result in effective operation of 
the delay line (and hence appropriate setting of the transparency 
window size) in both regimes of operation under process induced 
variations. Experimental results demonstrate the efficacy of the 
proposed solution. 

Categories and Subject Descriptors 
B.6.1 [Hardware]: Logic Design – sequential circuits 
Keywords 
Energy-delay optimal pipeline design, soft edge flip-flop, time 
borrowing, near-threshold, ultra-low voltage, parameter variability 
1. INTRODUCTION 

With the increase in demand for battery-powered devices and 
wireless equipments, the need for energy-efficient design gains 
growing attention. The ultra-low voltage operation, in particular, 
near-threshold (NT) operation, is very effective in minimizing 
energy consumption by reducing supply voltage to near the 
threshold voltage ௧ܸ with a sacrifice of the performance of the 
circuits [1][2]. It is especially beneficial for those applications 
with relaxed performance requirements, such as medical 
monitoring and building health monitoring. Previous work on NT 
operation proved the existence of the minimum energy (operation) 
point (MEP), which is the optimal supply voltage level to 
minimize energy consumption, and derived the MEP voltage 
analytically for some integrated circuits [3][4]. 

 Although offering promising energy reduction, one of the 
major concerns of NT operation is that digital circuits operating in 

the NT regime are very sensitive to the process variation. For 
example, (3ߤ/ߪ) delay variation of a combinational logic block at 
0.5 V increases by a factor of 2.5 compared to that at 1 V using 
90nm technology [5]. 

Pipelined data path in a modern processor is a major 
contributor to the total energy consumption of the processor. 
Many techniques such as pipeline gating [6], clock gating [7], and 
voltage scaling [8] are proposed to reduce the energy consumption 
in traditional super-threshold (ST) regimes. In the NT regime, the 
pipelined circuits should be designed not only energy-efficient, 
but also variability-tolerant. The authors in [11] developed a 
statistical methodology to enhance the yield of the pipelined 
circuits, considering the inter-die and intra-die variation. Recently, 
a two-phase latch-based design strategy is proposed for the 
synchronous pipelined circuits in the NT operation regime to 
derive the optimal ratio between the total width of sequential logic 
and that of combinational logic [10]. However, the latch-based 
design has many limitations including hold time violation issues, 
design difficulties using standard EDA tools, and requirement of 
an extra clock network, which is power and area inefficient. 

An SEFF is the same as a D-flip-flop except that a delay line 
(DL) is added to postpone the clock edges of the master latch to 
create a transparency window, during which both master and 
slave latches are turned on. Using the transparency window, the 
SEFFs can pass the slack time across the pipeline stages. 
However, the DLs mentioned above consume extra amount of 
energy. Authors in [9][12] showed that the larger transparency 
window size (also known as softness) is, the more energy 
overhead it brings. Applying soft-edge flip-flops (SEFFs) is a 
useful technique to combat the process variation and improve the 
operating frequency. The authors of [12] proposed to utilize soft-
edge flip-flops in sequential circuits to improve the yield in the 
presence of process variation. In [9], the authors proposed an 
SEFF-based pipeline design methodology jointly considering the 
voltage scaling and time borrowing, and demonstrated noticeable 
reduction in the energy-delay product (EDP) in the ST regime. 

In this work, we present an SEFF-based pipeline design 
methodology for both ST and NT operation regimes targeting at 
minimizing the EDP. The stage delay increases exponentially with 
the supply voltage of pipelined circuits in the NT regime. 
However, we show that the SEFF-based pipeline designed and 
optimized in the ST regime [9][12] cannot provide enough 
softness to achieve the minimum EDP in the NT regime due to the 
delay variation in delay lines embedded within the SEFFs. To 
design a single delay line that can minimize the EDP in both the 
ST and NT regimes, we present a novel delay line structure. 
Precisely, we add a PMOS header on top of the traditional delay 
line (beneath the supply voltage rail). The header PMOS results in 
a slight supply voltage drop on the delay line, which is negligible 
in the ST regime but has a significant impact on the transparency 
window size in the NT regime. In this way, the proposed 
pipelined circuits can provide appropriate softness in both ST and 
NT regimes and subsequently achieve the optimal EDP.  
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We formulate the EDP minimization problem for the SEFF-
based pipelined circuits as a mathematical programming problem, 
where the clock period, sizes of the PMOS header, and 
configurations of the delay lines are the optimization variables. 
We construct a Pareto-optimal energy/power consumption vs. 
flip-flop softness tradeoff curve with respect to PMOS header size 
and the delay line configuration. We take into account the delay 
variation of both combinational and sequential logics, and derive 
the joint distribution of clock-to-q delay, setup time, stage delay, 
and flip-flop softness. The timing constraints of pipelined circuits 
are enforced by using the 3ߤ/ߪ delay. Experimental results show 
that the reduction in the EDP is 14% and 16.5% in the ST and NT 
operation regimes, respectively. 

2. SEFF-BASED PIPELINE 
2.1 Soft-Edge Flip-Flops 

 

Figure 1. A linear pipeline with soft-edge flip-flops. 
Figure 1 depicts a general synchronous SEFF-based linear 

pipelined circuit. Considering the data consistency between the 
SEFF-based pipeline and the input and output environments, we 
impose hard boundary conditions using traditional hard-edge flip-
flops at the beginning and end of the pipelined circuits. Between 
the two hard edges, the pipelined circuit has multiple 
combinational logic stages whose delay is affected by process, 
voltage, and temperature (PVT) variations. We build the stage 
register using the SEFFs. The key idea is to postpone the clock 
signal for the master latch to create a transparency window, which 
enables time borrowing across the pipeline stages.  

The SEFF-based pipeline has the advantages of higher 
operating frequency and variability tolerance due to the following 
two reasons. First, the operating frequency of a traditional hard-
edge pipeline is always limited by the delay of the critical stage. 
While in SEFF-based pipelines, the slack time from the non-
critical stages can be effectively passed to the critical stage so that 
the overall performance can be improved [2]. Second, we utilize 
the fact that the local random process variations are alleviated for 
deeper combinational logics since the variations cancel out when 
the logic depth increases [5][12]. Thus, the soft edges between the 
stages reduce the sensitivity of the circuits on process variations. 

 

 
Figure 2. Design of the positive-edge triggered soft-edge 
master slave flip-flops (a) and the proposed delay line (b). 

The SEFFs come with the price of extra amount of power 
consumption. As shown in Figure 2, the DLs are typically a series 
of properly sized inverters. We tune the softness, which is the 
delay of DL, through sizing or adding/removing the inverters in 
DL. In general, the power consumption of the SEFF satisfies a 
positive relationship versus the softness in both ST and NT 
regimes, as shown in Figure 3. We fit the power consumption of an 
SEFF versus softness using a linear function.  

SEFF also affects the timing conditions the pipeline stages. 
Intuitively, all three critical times: the setup time, hold time and 
clock-to-q delay, are postponed by the transparency window size, 
denoted by ݓ. Since the data can be captured at the end of the 
transparency window, the setup time decreases by ݓ. The hold 
time increases by ݓ since the data needs to be stabilized during 
the transparency window. In the worst case, the clock-to-q delay 
also increases by ݓ since the input data may come at the end of 
the transparency window. Thus, we have the modified timing 
conditions for the ݅-th stage of the SEFF-based pipeline as follows 

,ିଵݐ  ିଵݓ  ௫,ܦ  ௦,ݐ െ ݓ  ܶ, 
,ିଵݐ  ,ܦ  ,ݐ   ݓ

(1) 

where ܦ௫, and ܦ, are the worst-case and best-case delay of 
the ݅-th combinational logic, respectively. ܶ is the clock period 
of the pipeline. 

 
Figure 3. Power consumption of an SEFF versus softness.  

2.2 Energy-Delay Product 
Energy per throughput is typically used as the metric of the 

pipelined circuits. The throughput is defined as the number of 
observed output data divided by the observation duration, which is 
the product of number of clock cycles and the clock period,  

ݐݑݑݎ݄ݐ ൌ
# ݂ ܽݐܽ݀ ݐݑݐݑ

# ݂ ݏ݈݁ܿݕܿ ݈݇ܿܿ ൈ ܶ
ן

1

ܶ
. (2) 

For a pipeline in steady-state, throughput defined in (2) is 
proportional to the inverse of the clock period. To account for 
energy consumption, we define the energy per throughput as, 

ݕ݃ݎ݁݊ܧ
ݐݑݑݎ݄ݐ

ן ܧ ڄ ܶ, (3) 

where ܧ is the total energy consumption per clock cycle of the 
entire pipeline. We use the energy-delay product, ܧ ڄ ܶ, as the 
cost function in this work. 

Although the SEFFs consume extra energy, especially for 
large transparency windows, they can be utilized to improve the 
energy efficiency if properly designed. The reason is that the 
leakage energy per clock cycle decreases as the clock period is 
reduced. This is extremely helpful for pipelined circuits operating 
in the NT operation regime due to the fact that the leakage energy 
consumption plays a more important role in the NT operation 
regime [1][2], as shown in Figure 4.  

Figure 4 depicts the leakage energy consumption per cycle 
(here a cycle is defined as the worst-case delay of that 
combinational circuit at that voltage level) for some selected 
ISCAS’85 benchmarks at different supply voltage levels, under 
the 32/28nm technology [13]. The circuit delay increases 
exponentially and the leakage power decreases linearly when the 
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supply voltage drops [1][2] thus the leakage energy consumption 
increases. In contrast, the dynamic energy consumption drops 
continuously. In the ST operation regime ( ௗܸௗ  0.6 V), the 
leakage energy as a percentage in total energy is low compared 
with the dynamic energy, while in the NT operation regime 
( ௗܸௗ ൏ 0.6 V), it plays an important role. 

 
Figure 4. Leakage energy consumption as a percentage of total energy 
consumption (a) and the comparison of leakage and dynamic energy 
consumption (b) for some ISCAS'85 benchmarks operating at 
different supply voltages. 

3. NEAR-THRESHOLD REGIME 
The authors in [9] addressed the transparency window 

assignment problem to minimize the EDP for SEFF-based 
pipelined circuits in the traditional ST regime, considering the 
voltage scaling and delay variability. In this work, we focus on the 
pipelined circuits that are designed to operate in both NT and ST 
regimes. Thus the issues that we need to address include: 1) how 
to jointly determine the transparency window sizes and the clock 
period considering the delay variations and the timing yield; and 
2) how to obtain the optimal DL design that minimizes the EDP in 
both the NT and ST regimes, accounting for the fact that the 
circuit delay follows different relations versus the supply voltage 
(i.e., ߙ-power law in the ST regime and exponential relation in the 
NT regime). 

3.1 Timing Variability 
The process variation, such as Random Dopant Fluctuation 

(RDF), results in variation of some important parameters such as 
the threshold voltage ݒ௧. Both of the inter-die (global) and intra-
die (local) threshold voltage variations cause the delay variation in 
logic circuits. The inter-die variation shifts the delays of all logic 
circuits in the same direction, i.e., either all increase or all 
decrease. In contrast, the delay variations caused by the intra-die 
variation are completely shifted to random directions. These two 
types of variations are handled in different ways. The inter-die 
variation can be effectively mitigated by body biasing [14]. Thus, 
in this work, we account for the intra-die variation only and 
consider the delays follow the Gaussian distribution ܰሺߤ,  .ሻߪ

3.1.1 Timing variability in combinational circuits 

 
Figure 5. ࣌ delay variations of an inverter chain versus the 
supply voltage obtained using Monte Carlo simulation. 

It is known that the on-current of a CMOS gate, which 
determines the circuit delay, is very sensitive to the variation of 

threshold voltage in the NT operation regime. Precisely, the on-
current of a circuit in the NT regime is exponentially proportional 
to the threshold voltage [1][2]. Thus, the variation in delay 
becomes much more significant in the NT regime [5]. We perform 
5000 Monte Carlo simulations using 32/28nm technology and 
assume 10% intra-die ݒ௧ variation. Figure 5 shows the 3ߤ/ߪ  
delay variation of several FO4 inverter chains, where ߤ and ߪ are 
the mean and standard variation of the delay distribution. The 
delay variation increases by 5X at ݒௗௗ ൌ 0.35 V, compared to that 
at ݒௗௗ ൌ 1.05 V. The results also show that the delay variation 
reduces as the length of inverter chain increases. This is due to the 
effect that the random ݒ௧ variations have more chance to cancel 
out with each other for a long inverter chain.  

3.1.2 Timing variability in flip-flops 
Similar to the combinational circuits, the flip-flops also have 

delay variations in their components, which results in the 
variations of the critical times [15][16]. For example, according to 
[15], the setup time is the summation of the delays of gates TG1, 
INV1, and INV2. Figure 6 shows the distributions of the setup 
time and clock-to-q delay under same ݒ௧ variation as above. 

 
Figure 6. Distributions of the setup time (left) and clock-to-q 
(right) time under threshold voltage variation.  

 
Figure 7. Distribution (left) and ࣆ/࣌ variation (right) of the 
transparency window under the threshold voltage variation. 
This DL provides 84 ps transparency window at 1.05V. 

In addition, the SEFFs incur another type of the delay 
variation on the DLs, that is, the transparency windows are also 
affected by the delay variation. Since the DL is an independent 
part in the SEFF and only postpones the clock signal of the mater 
latch, the variation in DLs does not affect the critical times. Figure 
7 shows the distribution and 3ߤ/ߪ variation of the transparency 
window size under the threshold voltage variation. 

3.2 Yield of the Pipeline 
The timing yield of the pipelined circuits is defined as the 

probability that all the stages in the designed pipeline meet a 
certain delay target. Under the process variation, the delay is a 
random variable and can be modeled using a normal distribution 
,ࣆሺࡺ  ,In (1) .࣌ and standard variation of ࣆ ሻ with mean value of࣌
we define two new random variables for setup time constraint and 
hold time constraint as follow, 

௦௧௨,ܦ ൌ ,ିଵݐ  ିଵݓ  ௫,ܦ  ௦,ݐ െ   (4)ݓ
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ௗ,ܦ ൌ ,ݐ  ,ିଵݐെݓ െ  ,ܦ

To enforce the timing yield, we rewrite (1) as follows and set the 
timing conditions using the േ3ߪ delays of ܦ௦௧௨, and ܦௗ,, 

ሻߪ௦௧௨,ሺ3ܦ  ܶ 

ሻߪௗ,ሺെ3ܦ  0 
(5) 

In this work, we apply frequency scaling to find the minimum ܶ 
so that condition (5) is met. 

Note that all random variables in ܦ௦௧௨, are independent of 
each other due to the intra-die variation. First, the distribution of 
the combinational delay ܦ௫, is independent of SEFF. Second, 
the critical times in SEFF are also independent of the transparency 
window, because the DL is a separate part in SEFF and is not 
involved in determining the critical times. Finally, ݐ௦, and ݐ,ିଵ 
comes from different SEFFs, and thereby they are independent. 
Similarly, all random variables in ܦௗ, are also independent of 
each other. Since the sum of several independent normal random 
variables is still a normal random variable, we calculate the mean 
value and standard variation of ܦ௦௧௨, and ܦௗ, as follows:  

௧௧ߤ ൌ  ߤ

ே

ୀଵ
 

௧௧ߪ ൌ ൬ ߪ
ଶ

ே

ୀଵ
൰

ଵ/ଶ

 

(6) 

3.3 PMOS Header in Delay Line 
As we mentioned above, the low supply voltage in NT regime 

significantly slows down the circuits, including both the 
combinational logics in the pipeline stages and the DLs that 
determine the transparency window sizes. In addition, the delay 
variation of the circuit depends on the logic depth. However, the 
critical paths in the combination circuits are typically much longer 
than the DLs. Thus, a fundamental issue is that the DLs, which are 
traditionally designed and optimized in the ST regime to provide 
the optimal transparency windows, may not work optimally in the 
NT regime. In this work, we propose a novel structure of the DL 
and a design methodology to optimize the EDP of the pipeline in 
both NT and ST regimes, in order to ensure that the SEFF-based 
pipeline works optimally in these two regimes. 

Figure 7 shows that the 3ߤ/ߪ variation of the transparency 
window size increases significantly in the NT regime due to its 
simple structure, i.e., a few inverters. To minimize the EDP, we 
have to design a relatively long DL, which can provide enough 
softness to tolerate the delay variation. For example, to provide 
10ns softness at 0.35V, we need to over-design the DL to have the 
mean softness of 50ns if the 3ߪ delay variation is 80%. Thus, the 
SEFF-based pipelines that are designed and optimized in the ST 
regime typically cannot provide enough softness in the NT regime 
since the delay variation increases significantly.  

We propose to add a PMOS header on top of the traditional 
DL, as shown in Figure 2 (b). The PMOS header delays the DL in 
two ways. First, the on-current decreases so that the DL takes 
more time to make the transition. Second, the existence of the 
PMOS header results in a voltage drop at the source terminal of 
DL, which is equivalent to reducing the supply voltage. This 
effect is small in the ST regime since the typical supply voltage is 
much larger than the voltage drop. However, in the NT regime, 
this voltage drop is no longer negligible compared to the low 
supply voltage. In contrast, it plays an important role in extending 
the softness since the delay is exponentially related to the supply 
voltage in the NT regime. Therefore, the proposed DL structure 
provide us a large transparency window size in the NT regime 
while only slightly affects that in the ST regime.  

Figure 8 depicts the normalized transparency window size of 
two modified DLs with different PMOS header widths. We 
normalize the window size to the window size of the original 
header-less DLs. Figure 8 shows that with the proposed PMOS 
header we can increase the transparency window size by more 
than 3X in the NT regime while only slightly affect that in the ST 
regime. Another advantage of the proposed DL structure is the DL 
power savings due to the stacking effect. We determine the width 
of the PMOS header using the following design methodology. 

 
Figure 8. Normalized softness versus supply voltage for DL1 
(left, 20ps at 1.05V) and DL2 (right, 84ps at 1.05V). 

4. OPTIMIZATION OF ENERGY-DELAY 
PRODUCT IN SEFF-BASED PIPELINE 

4.1 Formulation of the Optimization Problem 
We focus on minimizing the EDP in the SEFF-based pipelined 

circuits. The energy consumption per clock cycle, denoted by ܧ, 
contains two components: the dynamic energy consumption ܧௗ௬ 
and the leakage energy consumption ܧ. The component ܧௗ௬ 
is determined by the total capacitance being charged and 
discharged during each transition, the switching factor and the 
supply voltage, and thus it is independent of the clock period. In 
contrast, ܧ is linearly proportional to the clock period. For 
each of them, we separate the energy consumed by the 
combinational logics and flip-flops. Therefore, ܧ is given by, 

ܧ ൌ ௗ௬ܧ  ܧ ൌ ܧ
ௗ௬  ிிܧ

ௗ௬  ܧ
  ிிܧ

 

ൌ  ሺܧ,
ௗ௬ሺ ௗܸௗሻ  ܲ,

ሺ ௗܸௗሻ ڄ ܶ

ே

ୀଵ
ሻ  

  ቀܧௗ,
ௗ௬ ሺ ௗܸௗሻ  ,ܧ

ௗ௬൫ ௗܸௗ, ൯ݓ  ௗܲ,
 ሺ ௗܸௗሻ

ேିଵ

ୀଵ

ڄ ܶ  ܲ,
൫ ௗܸௗ, ൯ݓ ڄ ܶ൯ 

(7) 

The subscript cb in (7) stands for combinational logics. We 
separate the energy consumed by SEFFs into two parts: dff stands 
for a traditional hard-edge D-flip-flop (DFF), and DL stands for 
delay line. We formulate the EDP optimization problem in SEFF-
based pipelined circuits as follows. 

 Given: Characterized distribution of ݓ, ݐ௦, ݐ, ݐ, ܦ௫,, 

,ܧ ,; energy consumptionܦ
ௗ௬, ܧௗ,

ௗ௬ ,ܧ ,
ௗ௬; power 

consumption ܲ,
, ௗܲ,

 , ܲ,
 for ݅ א ሾ1, … , ܰሿ, ݆ א

ሾ1, … , ܰ െ 1ሿ, at each specific supply voltage ௗܸௗ. 
 Find: ݓ

, ݏ, and ܶ, for ݆ א ሾ1, … , ܰ െ 1ሿ. 
 Minimize: ܲܦܧ ൌ ܧ ڄ ܶ. 
 Subject to: Constraints (4), (5), and (6). 

Note that in (7), ݓ stands for the transparency window size of 
the ݆-th SEFF. It depends on the window size ݓ

 of the original 

header-less ݆-th DL, and PMOS header width ݏ. ݓ
’s and ݏ’s are 

the actual design variables for the DL. Thus, we find the 
appropriate ݓ

and ݏ values as our final results. 
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4.2 Pareto Optimal Curve of Energy/Power-
Softness Trade-off 

To solve the EDP optimization problem, we first derive the 
relation between ݓ and ܧ,

ௗ௬൫ ௗܸௗ, ൯, ܲ,ݓ
൫ ௗܸௗ,  ,൯ݓ

respectively. The former term depends on ݓ since the PMOS 
header introduces extra capacitance and reduces the voltage swing 
of the DLs, while the latter one does due to the stacking effect. To 
characterize these relations, we sweep different original DL window 
sizes ݓ

's and PMOS header sizes ݏ 's, as shown in Figure 9. Since 
the energy overhead is positive related to the transparency window 
size, it would be more desirable if we can achieve larger window 
size with smaller energy overhead. In Figure 9, the circle markers 
represent the original header-less DL windows and the cross 
markers represent the proposed DLs using different PMOS headers. 
We find that by adopting PMOS headers, we reduce the 
energy/power overhead and simultaneously extend the window size. 
We achieve better energy-softness trade-off by applying relatively 
small PMOS header. However, the PMOS header cannot be too 
small otherwise it increases the skew between the delayed CLKd 
and CLKdb signals. We limit the minimum width of PMOS to be 
0.7um so that the skew between CLKd and CLKdb signals is 
acceptable, according to our simulation results. 

 
Figure 9. Dynamic energy and leakage power overhead versus 
softness for different original header-less DLs and header width 
at ࢊࢊࢂ ൌ .  ࢂ. 

Figure 9 shows many energy/power-softness trade-off options at 
a specific ௗܸௗ, however, we are only interested in those with large 
transparency window size and small energy/power consumption. 
Therefore, we create Pareto-optimal curves for both (dynamic 
energy consumption vs. softness) and (leakage power vs. softness), 
as shown in Figure 9. We fit the two Pareto-optimal curves using 
linear relations so that, we have, 

,ܧሺݐ݁ݎܽܲ
ௗ௬൫ݓ൯ሻ ൌ ܽா ڄ ݓ  ܾா 

ሺݐ݁ݎܽܲ ܲ,
൫ݓ൯ሻ ൌ ܽ ڄ ݓ  ܾ 

(8) 

where ܽா, ܾா, ܽ, ܾ are fitting parameters. The Pareto-optimal 
curves provide the optimal energy/power-softness trade-off points 
that we can achieve using the proposed DLs. We use (8) to 
substitute ܧ,

ௗ௬ and ܲ,
 in (7). 

4.3 Solution Method 
The cost function in (7) includes the product of ܶ and ݓ, and 

thereby is not convex. To solve the optimization problem, we 
perform a ternary search on ܶ. During each search, we solve a 
linear programming (LP) problem for a fixed ܶ to obtain the 
optimal ݓ and the corresponding cost function value, based on 
which we narrow down the search range of ܶ. The optimal clock 
period is determined where we find the minimal value of ܧ ڄ ܶ. 
Note that although the Pareto-optimal curves in (8) provide optimal 
trade-off points, the DL configurations are discrete so that not all 
points along the Pareto curves are feasible. In general, we pick the 
feasible point (each feasible point gives a combination of ݓ

and ݏ) 
that has the closest but smaller softness value compared with the 

optimal ݓ, since a larger value of ݓ could potentially cause hold 
time violation, which is more difficult to handle. However, smaller 
values of ݓ could also potentially lead to setup time violations. 
Thus we check the setup time inequality (5) and slightly extend the 
clock period to solve the setup time violation, if there is. The design 
flowchart is given in Figure 10. 

Figure 10. Proposed design flowchart of SEFF-based pipeline. 
Figure 10 show the proposed design flowchart of the SEFF-

based pipeline at a specific supply voltage. To design a pipelined 
circuits working in both the ST and NT operation regime, we 
perform the design flow for two desired supply voltage in these 
regimes, e.g. 0.4V and 0.8V, and configure the DLs and PMOS 
header as, 

ݓ ൌ ߟ ڄ ,ே்ݓ  ሺ1 െ ሻߟ ڄ  ,ௌ்ݓ
ݏ ൌ ߟ ڄ ,ே்ݏ  ሺ1 െ ሻߟ ڄ  ,ௌ்ݏ

(9) 

where the ߟ is the ratio of the time that the pipeline is being 
operated in the NT operation regime. 

5. EXPERIMENTAL RESULTS 
We apply the proposed design flow to some example pipelined 

circuits, while the stages are synthesized using ISCAS’85 
benchmarks. We adopt the Synopsys 32/28nm technology and 
explore the supply voltage ranging from 0.35V to 1.05V. Based on 
these combinational benchmarks, we create four example pipelines, 
as shown in Table 2. We compare the proposed design method with 
the method proposed in [9], which designs and optimizes the SEFF-
based pipeline only in the ST regime. We use hard-edge DFFs-
based pipelines as the baseline, in which the clock period is simply 
determined by the slowest stage, and normalize the optimized EDP 
to it. 

Table 1. Distribution of maximum and minimum delay (ps) of 
selection benchmarks at nonimal voltage 1.05V. 

Benchmarks ߤሺܦ୫ୟ୶ሻ ߪሺܦ୫ୟ୶ሻ ߤሺܦ୫୧୬ሻ ߪሺܦ୫୧୬ሻ 
c432 803 19.3 119 3.2 
c499 614 9.5 259 2.4 
c880 759 20.5 144 3.6 
c1355 1047 31.9 387 10.8 
c1908 994 31.6 281 8.6 

Table 2. Four example pipelined circuits. 

Pipeline Configuration 

TB1 c1908, SEFF, c880 

TB2 c432, SEFF, c1908, SEFF, c499 

TB3 c1908, SEFF, c432, SEFF, c1355, SEFF, c880 

TB4 c432, SEFF, c880, SEFF, c1908, SEFF, c499 
Table 3 shows the results of the EDPs obtained by using 

different design methods. The percentage reductions of the EDP 
range from 6.0% to 18.4%. Compared to the hard-edge DFFs-based 
pipelines, the SEFF-based pipelines achieve better EDPs using the 
frequency scaling. Precisely, the SEFF-based pipeline improves the 
operating frequency via time borrowing when there are slacks in 
some of the pipeline stages. Furthermore, since the leakage energy 
consumption is the product of the leakage power and the clock 
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period, the leakage energy consumption is also reduced as the clock 
period decreases. 

The leakage energy reduction mentioned above becomes more 
noticeable in the NT regime and below where the leakage energy 
consumption is dominant. As seen in Figure 4, the leakage energy 
is only a small portion of the total energy consumption in the ST 
regime, while it dominates the total energy consumption in the NT 
regime. Figure 11 compares the delay reduction for TB1 achieved 
by the SEFF-based pipelines. Notice that the normalized delay in 
Figure 11 is lower than the corresponding normalized EDP in 
Table 3 at high supply voltages, which indicates that the total 
energy consumption of SEFF-based pipeline is slightly higher 
than hard-edge DFFs-based pipeline due to the energy overhead 
of the SEFFs. However, at low supply voltage levels, the 
normalized EDP of SEFF-based pipeline is lower because both 
energy and delay are reduced. 

Our design method consistently outperforms the design 
method proposed in [9]. In the ST regime, our method 
outperforms the method in [9] by achieving better energy-delay 
trade-off curves, as shown in Figure 9. In other words, we provide 
the same softness with lower energy consumption by using the 
proposed DL design. In the NT regime, where the DL in [9] 
cannot provide enough softness, our method achieves better EDPs 
by providing more softness with acceptable energy consumption. 
Thus, we achieve lower EDP in the NT regime. 

 
Figure 11. Normalized stage delay reduction for TB1 for the 
proposed method versus the baseline method of [9]. 

6. CONCLUSION 
Previous work on soft-edge flip-flop (SEFF)-based pipeline 

mainly focused on the super-threshold operation regime. In this 
work, we proposed a design methodology for SEFF-based 
pipeline in both the super- and near-threshold (NT) operation 
regimes. We considered the high process variation in NT regime 
and maintained the timing yield of the pipeline by setting the 
timing constraints using the 3ߪ delay. We modified the structure 
of the delay lines by adding a PMOS header to achieve better 
energy-softness trade-off, which is demonstrated to be very 
effective in NT regime due to the high process variation. We 
applied the proposed method to some example pipelines 

constructed using ISCAS’85 benchmarks and demonstrated 
significant energy-delay savings in both the ST and NT regimes. 
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Table 3. The energy-delay products of the proposed design method for four example pipelines. 

 ࢊࢊࢂ
(V) 

Normalized Energy-Delay Product (%) 

TB1 TB2 TB3 TB4 

Hard-
edge 

Method 
in [9] 

Proposed 
Hard-
edge 

Method 
in [9] 

Proposed 
Hard-
edge 

Method 
in [9] 

Proposed 
Hard-
edge 

Method 
in [9] 

Proposed 

1.05 100 92.70 89.93 100 96.45 90.98 100 95.83 92.89 100 95.53 89.94 

0.8 100 93.19 90.01 100 96.53 91.03 100 95.27 93.11 100 95.91 90.18 

0.6 100 93.21 88.47 100 96.70 88.79 100 96.71 91.64 100 96.21 87.25 

0.5 100 93.82 89.89 100 97.22 88.05 100 97.57 92.03 100 96.83 86.02 

0.45 100 95.52 88.30 100 98.48 87.18 100 99.49 94.00 100 98.25 84.67 

0.4 100 93.12 86.58 100 96.39 86.55 100 98.74 92.82 100 95.55 83.54 

0.35 100 92.56 86.02 100 95.79 85.29 100 98.15 92.60 100 94.65 81.65 
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